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PREFACE

This book is based on a course given at the Institut de Mathématiques de Jussieu
in 2004 and once more in 2005. It was conceived as a first specialized course in
algebraic geometry. A student with a basic knowledge in algebraic geometry, e.g.
a student having worked through the first three chapters of Hartshorne’s book
[45], should be able to follow the lectures without much trouble. Occasionally,
notions from other areas, e.g. singular cohomology, Hodge theory, abelian var-
ieties, K3 surfaces, were needed, which were then presented in a rather ad hoc
manner, tailor-made for the purposes of the course. With a few exceptions full
proofs are given. The exercises included in the text should help the reader to
gain a working knowledge of the subject.

What is this book about? Its principal character is the derived category of
coherent sheaves on a smooth projective variety. Derived categories of this type
have been known for many years. Although widely accepted as the right frame-
work for any kind of derived functors, e.g. cohomology groups, higher direct
images, etc., they were usually considered as rather formal objects without much
interesting internal structure. Contrary to the cohomology and the Chow ring of
a projective variety X, the derived category of coherent sheaves as an invariant
of X had not been investigated thoroughly. This has changed drastically over
the last ten years.

The origin of the theory as treated here however goes back to celebrated papers
by Mukai, more than twenty years ago. He constructed geometrically motivated
equivalences between derived categories of non-isomorphic varieties. Also, over
many years the Moscow school had constantly worked on the description of
coherent sheaves on homogenous varieties, e.g. the projective space, Grassman-
nians, etc. On the other hand, Kontsevich’s homological mirror symmetry has
revived the interest in these questions outside the small circle of experts. Roughly,
Kontsevich proposed to view mirror symmetry as an equivalence of the derived
category of coherent sheaves of certain projective varieties with the Fukaya cat-
egory associated to the symplectic geometry of the mirror variety. Although we
deliberately do not enter into the details of this relation, it is this point of view
that motivates and in some sense explains many of the central results as well as
open problems in this area.

The derived category turns out to be a very reasonable invariant. Due to
results of Bondal and Orlov one knows that it determines the variety whenever
the canonical bundle is either ample or anti-ample. If this was true without
any assumptions on the positivity of the canonical bundle, the theory would
be without much interest. However, there is a region in the classification of
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projective varieties where the derived category turns out to be less rigid without
getting completely out of hand. The most prominent example was observed by
Mukai in the very first paper on the subject. He showed that the Poincaré bundle
induces an equivalence between the derived category of an abelian variety A and
the derived category of its dual Â (which in general is not isomorphic to A).
These results, to be discussed in detail in various chapters, naturally lead to
the question under which conditions two smooth projective varieties give rise to
equivalent derived categories. This is the central theme of this book.

One word on the choice of the material. Everything that did not have a dis-
tinctive geometric touch has been left out. In particular, questions related to
representation theory, e.g. of quivers, or to modules over (non-commutative)
rings, have not been touched upon. This choice is due to personal taste, lim-
itations by a one semester course and my own ignorance in some of these
areas.

We refrain from giving a lengthy introduction to the contents of every chapter.
A glance at the table of contents will give a first impression of which topics are
treated, and the remarks at the beginning of each chapter provide more details.
The reader familiar with the general yoga of derived categories and derived func-
tors may go directly to Chapter 4 or 5 and come back to some of the background
material collected in the first three chapters whenever needed.
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giving me (twice) the opportunity to teach the course this book is based on. The
intellectual atmosphere at the institute has been very stimulating throughout
the whole project and I have fond memories of all the discussions I had with
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Potier and R. Rouquier.
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to thank U. Görtz, M. Nieper-Wißkirchen, K. Oguiso, D. Ploog, P. Stellari,
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1

TRIANGULATED CATEGORIES

The reader familiar with the basic notions of abelian and derived categories may
only need to browse through this section or skip it altogether. It will be much
more interesting to come back to the specific results discussed here when, in
the later chapters, they are actually applied to geometrically concrete problems.
However, the reader not feeling completely at ease with the formal language of
category theory should work through this chapter in order to be well prepared
for everything that follows.

We hope that separating results from category theory from the other chapters
rather than blending them in later when used, will help readers to understand
which part of the theory is really geometrical and which is more formal.

On the other hand, this chapter is not meant as a thorough introduction to
the subject. We only present those parts of the theory that are relevant in our
context.

We will not worry about any kind of set theoretical issues and will always
assume we remain in a given universe (or, as put in [39, p.58], ‘that all the
required hygiene regulations are obeyed’).

1.1 Additive categories and functors

We suppose that the reader is familiar with the notion of a category and of a
functor between two categories. For the reader’s convenience we briefly recall a
few central notions. If not otherwise stated all functors are covariant.

Definition 1.1 Let A and B be two categories. A functor F : A !! B is full
if for any two objects A, B ∈ A the induced map

F : Hom(A, B) !! Hom(F (A), F (B))

is surjective. The functor F is called faithful if this map is injective for all
A, B ∈ A.

A morphism F !! F ′ between two functors F, F ′ : A !! B is given by morph-
isms ϕA ∈ Hom(F (A), F ′(A)) for any object A ∈ A which are functorial in A,
i.e. F ′(f) ◦ ϕA = ϕB ◦ F (f) for any f : A !!B.

Definition 1.2 Two functors F, F ′ : A !! B are isomorphic if there exists a
morphism of functors ϕ : F !! F ′ such that for any object A ∈ A the induced
morphism ϕA : F (A) !! F ′(A) is an isomorphism (in B).
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Equivalently, F and F ′ are isomorphic if there exist functor morphisms ϕ :
F !! F ′ and ψ : F ′ !! F with ϕ ◦ ψ = id and ψ ◦ ϕ = id.

Definition 1.3 A functor F : A !! B is called an equivalence if there exists
a functor F−1 : B !!A such that F ◦ F−1 is isomorphic to idB and F−1 ◦ F is
isomorphic to idA. One calls F−1 an inverse or, sometimes, quasi-inverse of F .

Two categories A and B are called equivalent if there exists an equivalence
F : A !! B.

Clearly, any equivalence is fully faithful. A partial converse is provided by

Proposition 1.4 Let F : A !! B be a fully faithful functor. Then F is an
equivalence if and only if every object B ∈ B is isomorphic to an object of the
form F (A) for some A ∈ A.

Proof In order to define the inverse functor F−1, one chooses for any B ∈ B
an object AB ∈ A together with an isomorphism ϕB : F (AB) ∼ !!B. Then, let

F−1 : B !! A

be the functor that associates to any object B ∈ B this distinguished object
AB ∈ A and for which F−1 : Hom(B1, B2) !!Hom(F−1(B1), F−1(B2)) is given
by the composition of

Hom(B1, B2)
∼

!! Hom(F (AB1), F (AB2)), f ! !! ϕ−1
B2
◦ f ◦ ϕB1

and the inverse of the bijection

F : Hom(AB1 , AB2)
∼

!! Hom(F (AB1), F (AB2)).

The isomorphisms F ◦ F−1 % idB and F−1 ◦ F % idA are the ones that are
naturally induced by the isomorphisms ϕB . !

The proposition immediately yields the

Corollary 1.5 Any fully faithful functor F : A !! B defines an equivalence
between A and the full subcategory of B of all objects B ∈ B isomorphic to F (A)
for some A ∈ A. !

In the following proposition we let Fun(A) be the category of all contravariant
functors, i.e. the objects are functors F : Aop !! Set and the morphisms are
functor morphisms. Consider the natural functor

A !! Fun(A), A
! !! Hom( , A)

Proposition 1.6 (Yoneda lemma) This functor A !! Fun(A) defines an
equivalence of A with the full subcategory of representable functors F , i.e. func-
tors isomorphic to some Hom( , A). In particular, A ! !!Hom( , A) is fully
faithful.
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Proof See [39, II.3]. !

We will rarely work with completely arbitrary categories. All our categories
will at least be additive.

Definition 1.7 A category A is an additive category if for every two objects
A, B ∈ A the set Hom(A, B) is endowed with the structure of an abelian group
such that the following three conditions are satisfied:

i) The compositions Hom(A1, A2)×Hom(A2, A3) !!Hom(A1, A3) written as
(f, g) ! !! g ◦ f are bilinear.

ii) There exists a zero object 0 ∈ A, i.e. an object 0 such that Hom(0, 0) is
the trivial group with one element.

iii) For any two objects A1, A2 ∈ A there exists an object B ∈ A with morph-
isms ji : Ai

!!B and pi : B !!Ai, i = 1, 2, which make B the direct sum and
the direct product of A1 and A2.

We tacitly assume the usual compatibilities pi ◦ ji = id, p2 ◦ j1 = p1 ◦ j2 = 0,
and j1 ◦ p1 + j2 ◦ p2 = id, which hold automatically up to automorphisms of B.

Exercise 1.8 Show that for any object A ∈ A in an additive category A there
exist unique morphisms 0 !!A and A !! 0. The existence of such an object 0
in a category A is of course equivalent to ii).

A functor F : A !! B between additive categories A and B will usually be
assumed to be additive, i.e. the induced maps Hom(A, B) !!Hom(F (A), F (B))
are group homomorphisms.

Everything that has been said so far carries over to additive categories. In
particular, an additive functor F : A !! B which is an equivalence is in fact
an additive equivalence, i.e. the inverse functor F−1 is additive as well. The
Yoneda lemma is modified as follows: For an additive category A we let Fun(A)
be the category of contravariant additive(!) functors F : A !!Ab, where Ab
is the category of abelian groups. Then the Yoneda lemma in the form of
Proposition 1.6 remains valid.

We will go one step further. As the categories we will eventually be interested
in have geometric origin, i.e. are defined in terms of certain varieties over some
base field, we usually deal with the following special type of additive categories.
In the following we denote by k an arbitrary field.

Definition 1.9 A k-linear category is an additive category A such that the
groups Hom(A, B) are k-vector spaces and such that all compositions are
k-bilinear.

Additive functors between two k-linear additive categories over a common base
field k will be assumed to be k-linear, i.e. for any two objects A, B ∈ A the map
F : Hom(A, B) !!Hom(F (A), F (B)) is k-linear.

Once again, everything that has been mentioned before carries over literally
to additive categories over a field. Usually we will state all abstract results for
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additive categories, but in the applications everything will be over a base field.
In principle, though, it could happen that two k-linear categories are equivalent
as ordinary additive categories without being equivalent as k-linear categories.

The Yoneda lemma can again be adjusted to the situation: this time, one
considers the category of contravariant k-linear functors from A into the category
Vec(k) of k-vector spaces.

Definition 1.10 An additive category A is called abelian if also the following
condition holds true:

iv) Every morphism f ∈ Hom(A, B) admits a kernel and a cokernel and the
natural map Coim(f) !! Im(f) is an isomorphism.

Recall that the image Im(f) is a kernel for a cokernel B !!Coker(f) and the
coimage Coim(f) is a cokernel for a kernel Ker(f) !!A. So, condition iv) says
that for any f : A !!B there exists the following diagram

Ker(f)
i

!! A
f

!!

"""
""

""
""

""
B

π
!! Coker(f).

Coker(i)
∼

!! Ker(π)

###########

In particular, the notion of exact sequences is usually only considered for
abelian categories. We recall that a sequence

A1
f1

!! A2
f2

!! A3

is called exact if and only if Ker(f2) = Im(f1).

Examples 1.11 i) Let R be a commutative ring. Then the category Mod(R)
of R-modules is abelian. The full subcategory of finitely generated modules is
abelian as well.

ii) Let X be a topological space. Then the category of sheaves of abelian
groups Sh(X) is abelian. If a sheaf of commutative rings on X is fixed, then the
subcategory of sheaves of modules over this sheaf of rings is again abelian.

iii) Let X be a scheme. Then the categories Coh(X) and Qcoh(X) of all
coherent respectively quasi-coherent sheaves on X are both abelian.

Suppose F : A !! B is an additive functor between abelian categories. In
particular, any sequence

A1
f1

!! A2
f2

!! A3

with f2 ◦ f1 = 0 (or, in other words, Im(f1) ⊂ Ker(f2)) is mapped to

F (A1)
F (f1)

!! F (A2)
F (f2)

!! F (A3)

again with F (f2) ◦ F (f1) = F (f2 ◦ f1) = 0.



Additive categories and functors 5

Definition 1.12 The functor F is left (right) exact if any short exact sequence

0 !! A1
f1

!! A2
f2

!! A3 !! 0

is mapped to a sequence

0 !! F (A1)
F (f1)

!! F (A2)
F (f2)

!! F (A3) !! 0

which is exact except possibly in F (A3) (respectively in F (A1)). The functor is
exact if it is left and right exact.

Exercise 1.13 Show that a functor F is left exact if and only if any exact
sequence 0 !!A1 !!A2 !!A3 (no surjectivity on the right!) induces an exact
sequence 0 !! F (A1) !! F (A2) !! F (A3).

Examples 1.14 i) Let A be an abelian category and A0 ∈ A. Then

Hom(A0, ) : A !! Ab

is a left exact functor. The contravariant functor

Hom( , A0) : A !! Ab

is also left exact. (Left exactness of a contravariant functor F : A !!Ab means
by definition left exactness of the covariant functor F : Aop !!Ab.)

ii) Recall that an object P ∈ A is called projective if Hom(P, ) is right exact
(and hence exact). An object I ∈ A is called injective if Hom( , I) is right exact
(and hence exact).

iii) Free modules over a ring R are projective objects in Mod(R). But (locally)
free sheaves in Coh(X) are almost never projective.

Definition 1.15 Let F : A !! B be a functor between arbitrary categories.
A functor H : B !!A is right adjoint to F (one writes F ( H) if there exist

isomorphisms

Hom(F (A), B) % Hom(A, H(B)) (1.1)

for any two objects A ∈ A and B ∈ B which are functorial in A and B.
A functor G : B !!A is left adjoint to F (one writes G ( F ) if there exist

isomorphisms Hom(B,F (A)) = Hom(G(B), A) for any two objects A ∈ A and
B ∈ B which are functorial in A and B.

Clearly, H is right adjoint to F if and only if F is left adjoint to H.

Remarks 1.16 i) Suppose F ( H. Then idF (A) ∈ Hom(F (A), F (A)) induces
a morphism A !!H(F (A)). The naturality of isomorphisms in the definition of
the adjoint functor ensures that these morphisms define a functor morphism

h : idA !! H ◦ F.
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In the same vein, inserting A = H(B) in (1.1) yields a canonical morphism
F (H(B)) !!B and, therefore, a functor morphism

g : F ◦H !! idB.

ii) Using the Yoneda lemma 1.6, one verifies that a left (or right) adjoint
functor, if it exists at all, is unique up to isomorphism. More explicitly, for two
right adjoint functors H and H ′ of F one defines an isomorphism H % H ′

which for any B ∈ B is given as the image of the identity under the functorial
isomorphism Hom(H(B), H(B)) % Hom(F (H(B)), B) % Hom(H(B), H ′(B)).

iii) If F is an additive functor (in particular, A and B are additive), then one
requires the isomorphisms (1.1) to be isomorphisms of abelian groups. Similar, if
everything is k-linear, then also these isomorphisms are required to be k-linear.
A priori, one cannot exclude the pathological case of an adjoint functor that is
not additive, although the functor itself is. This can only occur if the isomorphism
in (1.1) is not a group homomorphism.

iv) If A and B are abelian categories and F : A !! B is left adjoint to H :
B !!A, then F is right exact and H is left exact. Note that even when F is
left and right exact, its right adjoint is in general only left exact.

Exercise 1.17 Suppose F ( H. Show that

f ! !!
(
A

hA
!! H(F (A))

H(f)
!! H(B)

)

describes the adjunction morphism Hom(F (A), B) = Hom(A, H(B)).

Exercise 1.18 Prove assertion iv) above.

Exercise 1.19 Suppose F ( H. Show that for the induced morphisms
g : F ◦H !! id and h : id !!H ◦ F the composition

H
hH( )

!! (H ◦ F ) ◦H = H ◦ (F ◦H)
H(g)

!! H

is the identity. See [72, IV.1] and [39, II.3] for a converse.

Examples 1.20 Let f : X !! Y be a morphism between two noetherian
schemes X and Y . Then the pull-back functor

f∗ : Qcoh(Y ) !! Qcoh(X)

is right exact and taking the direct image

f∗ : Qcoh(X) !! Qcoh(Y )

is left exact. Moreover, f∗ ( f∗. If f is proper, the same holds for the categories
of coherent sheaves on X and Y .
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Lemma 1.21 Let F : A !! B be a functor and G ( F . Then the induced
functor morphism g : G ◦ F !! idA induces for any A, B ∈ A the following
commutative diagram

Hom(A, B)

◦gA

$$

F

%%$$
$$$

$$$
$$$

$$$
$$

Hom(G(F (A)), B)
∼

!! Hom(F (A), F (B)).

Here, the isomorphism is given by adjunction.
Similarly, if F ( H then the natural functor morphism h : idA !!H ◦ F

induces for all A, B ∈ A the following commutative diagram:

Hom(A, B)
hB◦

!!

F
&&%%

%%%
%%%

%%%
%%%

%
Hom(A, H(F (B)))

&

$$

Hom(F (A), F (B)).

Again, the isomorphism is given by adjunction.

Proof As G ( F , the following diagram commutes for all f : A !!B and all
C ∈ B :

Hom(G(C), A)

!f◦
$$

∼
!! Hom(C, F (A))

F (f)◦
$$

Hom(G(C), B)
∼

!! Hom(C, F (B)).

Applied to C = F (A) it yields

Hom(G(F (A)), A)

!
$$

∼
!! Hom(F (A), F (A))

$$

Hom(G(F (A)), B)
∼

!! Hom(F (A), F (B)).

Clearly, the vertical homomorphism on the right sends idF (A) to F (f). On the
other hand, its image under

Hom(F (A), F (A)) % Hom(G(F (A)), A) !! Hom(G(F (A)), B)

is just f ◦ gA.
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This proves the commutativity of the lower triangle. The commutativity of
the upper one is proved similarly. !

Corollary 1.22 Suppose a fully faithful functor F : A !! B admits a left
adjoint G ( F . Then the natural functor morphism

g : G ◦ F
∼

!! idA

is an isomorphism.
Similarly, if a fully faithful functor F : A !! B admits a right adjoint F ( H,

then the natural functor morphism

h : idA
∼

!! H ◦ F

is an isomorphism.

Proof Since F : Hom(A, B) !!Hom(F (A), F (B)) is bijective, the commut-
ativity of the diagram above proves that G ◦ F !! idA induces bijections

Hom(A, B)
∼

!! Hom((G ◦ F )(A), B)

for all A and B. By the Yoneda lemma 1.6, this shows that G ◦ F !! idA is an
isomorphism. The proof of the second statement is similar. !

The same arguments also show the converse:

Corollary 1.23 Let F : A !! B and G : B !!A be two functors such that
G ( F . If the induced functor morphism G ◦ F !! idA is an isomorphism, then
F is fully faithful.

Similarly, if F ( H such that idA !!H ◦F is an isomorphism, then F is fully
faithful. !

Remark 1.24 In short, if F ( H, then:

F is fully faithful ⇐⇒ h : idA
∼

!! H ◦ F

and if G ( F , then:

F is fully faithful ⇐⇒ g : G ◦ F
∼

!! idA.

Exercise 1.25 Suppose G ( F ( H and F fully faithful. Construct a canonical
homomorphism H !!G.

In many cases, adjoint functors exist. The case that interests us most is the
case of equivalences. Here, the existence of left and right adjoints is granted by
the following general result.
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Proposition 1.26 Let F : A !! B be an equivalence of categories. Then F
admits a left adjoint and a right adjoint. More precisely, if F ′ : B !!A is an
inverse functor of F then F ( F ′ ( F .

Proof Very roughly, this is due to the following sequence of functorial
isomorphisms

Hom(F (A), B) % Hom(F ′(F (A)), F ′(B)) % Hom(A, F ′(B)),

where we use F ′(F (A)) % A. Details are left to the diligent reader. !

Remark 1.27 These results justify the approach that is usually followed when
proving the equivalence of certain categories: Suppose F is a functor that is
hoped to be an equivalence and that admits a left adjoint G ( F (or right
adjoint F ( H). Then one checks whether the adjunction morphism G ◦F !! id
(respectively id !!H ◦ F ) is bijective. If so, the functor F is fully faithful.
Eventually, one has to ensure that any object in the target category is isomorphic
to an object in the image of F .

Definition 1.28 Let A be a k-linear category. A Serre functor is a k-linear
equivalence S : A !!A such that for any two objects A, B ∈ A there exists an
isomorphism

ηA,B : Hom(A, B)
∼

!! Hom(B,S(A))∗

(of k-vector spaces) which is functorial in A and B.

We write the induced pairing as

Hom(B,S(A))×Hom(A, B) !! k , (f, g) ! !! 〈f |g〉.

Remark 1.29 In the original paper by Bondal and Kapranov [13] an additional
condition was required, namely that for any two objects A, B ∈ A the following
diagram commutes:

Hom(A, B)
ηA,B

!!

!S

$$

Hom(B,S(A))∗

Hom(S(A), S(B))
ηS(A),S(B)

!! Hom(S(B), S2(A))∗.

S∗

''

It turns out that this is automatically satisfied.1 Indeed, inserting the additional
diagonal arrow η∗B,S(A) : Hom(S(A), S(B)) !!Hom(B,S(A))∗ induced by the

1 Thanks to Raphael Rouquier for explaining this to me.
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defining property of a Serre functor, one reduces to the commutativity of the two
triangles. More precisely, what we denote by η∗B,S(A) is in fact the composition
of Hom(S(A), S(B)) !!Hom(S(A), S(B))∗∗ with the actual η∗B,S(A). Thus one
has to show that

Hom(A, B)

S

$$

ηA,B

%%$$
$$$

$$$
$$$

$$

Hom(B,S(A))∗

Hom(S(A), S(B))
η∗

B,S(A)

((&&&&&&&&&&&&&

is commutative or, equivalently, that for f ∈ Hom(B,S(A)) and g ∈ Hom(A, B)
one has 〈f |g〉 = 〈S(g)|f〉. Since η is functorial in the second variable, we have
the commutative diagram

Hom(A, B)
ηA,B

!!

!

Hom(B,S(A))∗

Hom(B,B)

◦g

''

ηB,B
!! Hom(B,S(B))∗.

(S(g)◦ )∗

''

Applied to id ∈ Hom(B,B) it yields 〈f |g〉 = 〈(S(g) ◦ f)|id〉. We next claim that
〈(S(g) ◦ f)|id〉 = 〈S(g)|f〉, which can be seen by commutativity of the analogous
diagram (which uses functoriality of η in the first variable)

Hom(B,B)

f◦

$$

ηB,B
!!

!

Hom(B,S(B))∗

( ◦f)∗

$$

Hom(B,S(A))
ηB,S(A)

!! Hom(S(A), S(B))∗.

In order to avoid any trouble with the dual, one usually assumes that all Hom’s
in A are finite-dimensional. Under this hypothesis it is easy to see that a Serre
functor, if it exists, is unique up to isomorphism. More generally one has the
following

Lemma 1.30 Let A and B be k-linear categories over a field k with finite-
dimensional Hom’s. If A and B are endowed with a Serre functor SA, respectively
SB, then any k-linear equivalence

F : A !! B
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commutes with Serre duality, i.e. there exists an isomorphism

F ◦ SA % SB ◦ F.

Proof This is an application of the Yoneda lemma 1.6: since F is fully faithful,
one has for any two objects A, B ∈ A

Hom(A, S(B)) % Hom(F (A), F (S(B))) and Hom(B,A) % Hom(F (B), F (A)).

Together with the two isomorphisms

Hom(A, S(B)) % Hom(B,A)∗ and Hom(F (B), F (A)) % Hom(F (A), S(F (B)))∗,

this yields a functorial (in A and B) isomorphism

Hom(F (A), F (S(B))) % Hom(F (A), S(F (B))).

Using the hypothesis that F is an equivalence and, in particular, that any object
in B is isomorphic to some F (A), one concludes that there exists a functor
isomorphism F ◦ SA % SB ◦ F . !

Remark 1.31 Let F : A !! B be a functor between k-linear categories A and
B endowed with Serre functors SA, respectively SB. Then

G ( F ⇒ F ( SA ◦G ◦ S−1
B .

(As before we assume that all Hom’s are finite-dimensional.)
Indeed, under the given assumptions we have the following functorial

isomorphisms:

Hom(A1, (SA ◦G ◦ S−1
B )(A2)) % Hom((G ◦ S−1

B )(A2), A1)∗

% Hom(S−1
B (A2), F (A1))∗

% Hom(F (A1), SB(S−1
B (A2)))

% Hom(F (A1), A2).

A similar argument allows the construction of a left adjoint if a right adjoint
F ( H is given. In particular, for functors between categories with Serre functors
the existence of the left or the right adjoint implies the existence of the other one.

1.2 Triangulated categories and exact functors

Triangulated categories, the kind of categories we will be interested in through-
out, were introduced independently and around the same time by Puppe [99] and
in Verdier’s thesis [118] under the supervision of Grothendieck. We recommend
[39, 61, 88] for a more in-depth reading.

Let us start right away with the definition of a triangulated category.

Definition 1.32 Let D be an additive category. The structure of a triangulated
category on D is given by an additive equivalence

T : D !! D,
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the shift functor, and a set of distinguished triangles

A !! B !! C !! T (A)

subject to the axioms TR1–TR4 below.

Before actually explaining the axioms TR, let us introduce the notation A[1] :=
T (A) for any object A ∈ D and f [1] := T (f) ∈ Hom(A[1], B[1]) for any morphism
f ∈ Hom(A, B). Similarly, one writes A[n] := Tn(A) and f [n] := Tn(f) for
n ∈ Z. Thus, a triangle will also be denoted by A !!B !!C !!A[1].

A morphism between two triangles is given by a commutative diagram

A !!

f

$$

B !!

g

$$

C !!

h

$$

A[1]

f [1]
$$

A′ !! B′ !! C ′ !! A′[1].

It is an isomorphism if f, g, and h are isomorphisms.
Here are the axioms for a triangulated category:

TR1 i) Any triangle of the form

A
id

!! A !! 0 !! A[1]

is distinguished.
ii) Any triangle isomorphic to a distinguished triangle is distinguished.
iii) Any morphism f : A !!B can be completed to a distinguished triangle

A
f

!! B !! C !! A[1].

TR2 The triangle

A
f

!! B
g

!! C
h

!! A[1]

is a distinguished triangle if and only if

B
g

!! C
h

!! A[1]
−f [1]

!! B[1]

is a distinguished triangle.
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TR3 Suppose there exists a commutative diagram of distinguished triangles with
vertical arrows f and g:

A !!

f

$$

B !!

g

$$

C !!

h

$$

A[1]

f [1]
$$

A′ !! B′ !! C ′ !! A′[1].

Then the diagram can be completed to a commutative diagram, i.e. to a
morphism of triangles, by a (not necessarily unique) morphism h : C !!C ′.

TR4 This is the axiom that is most complicated to state (and to print). It is
called the octahedron axiom. As it is never used explicitly in this book (and
implicitly only once, namely in the proof of Orlov’s theorem 5.14), we refrain
from including it here and refer to the literature for the precise formulation.
(In fact, this axiom is missing in Puppe’s definition, so that he deals rather with
pre-triangulated categories.)

To give the reader nevertheless an impression of what this axiom is about,
recall that for nested inclusions, of say abelian groups, A ⊂ B ⊂ C, there
exists a canonical isomorphism C/B % (C/A)/(B/A). If one replaces the short
exact sequences A !!B !!B/A, A !!C !!C/A, and B !!C !!C/B by
distinguished triangles in a triangulated category, then TR4 roughly requires
B/A !!C/A !!C/B to be distinguished as well (cf. [61, Ch.1.4]).2

The first two axioms TR1 and TR2 seem very natural. Essentially, they are
saying that the set of distinguished triangles is preserved under shift and iso-
morphisms and that there are enough distinguished triangles available. The third
one, TR3, seems a little less so, due to the non-uniqueness of the completing
morphism.

Note, a priori we have not required that in a triangle A !!B !!C !!A[1]
the composition A !!C is zero. But this can be easily deduced by combining
TR1 and TR3.

Exercise 1.33 Prove the last statement.

Proposition 1.34 Let A !!B !!C !!A[1] be a distinguished triangle in
a triangulated category D. Then for any object A0 ∈ D the following induced
sequences are exact:

Hom(A0, A) !! Hom(A0, B) !! Hom(A0, C)

Hom(C, A0) !! Hom(B,A0) !! Hom(A, A0).

2 Thanks for D. Ben-Zvi for this interpretation.
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Proof Suppose f : A0 !!B composed with B !!C is the trivial morphism
A0 !!B !!C. Then apply TR1 and TR3 to

A0

$$

id
!! A0

f

$$

!! 0

$$

A !! B !! C,

which allows us to lift f to a morphism A0 !!A.
The proof for the second assertion is similar. !

Remark 1.35 Due to TR2, Hom(A0, B) !!Hom(A0, C) !!Hom(A0, A[1]) is
exact as well and similarly for Hom( , A0). Thus, one obtains in fact long exact
sequences.

Exercise 1.36 Suppose A !!B !!C !!A[1] is a distinguished triangle.
Show that A !!B is an isomorphism if and only if C % 0.

Exercise 1.37 Consider a morphism of distinguished triangles

A !!

f

$$

B !!

g

$$

C !!

h

$$

A[1]

f [1]
$$

A′ !! B′ !! C ′ !! A′[1].

Show that if two of the vertical morphisms f , g, and h are isomorphisms then
so is the third. Also note that f and g might be zero without h being so.

Exercise 1.38 Let A !!B !!C !!A[1] be a distinguished triangle in a tri-
angulated category D. Suppose that C !!A[1] is trivial. Show that then the
triangle is split, i.e. is given by a direct sum decomposition B % A⊕ C.

Definition 1.39 An additive functor

F : D !! D′

between triangulated categories D and D′ is called exact if the following two
conditions are satisfied:

i) There exists a functor isomorphism

F ◦ TD
∼

!! TD′ ◦ F.

ii) Any distinguished triangle

A !! B !! C !! A[1]
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in D is mapped to a distinguished triangle

F (A) !! F (B) !! F (C) !! F (A)[1]

in D′, where F (A[1]) is identified with F (A)[1] via the functor isomorphism in i).

Remark 1.40 Once again, the notions of a triangulated category and of an
exact functor have to be adjusted when one is interested in additive categories
over a field k. In this case, the shift functor should be k-linear and one usually
considers only k-linear exact functors.

Also note that in this case the two long exact cohomology sequences in Pro-
position 1.34 associated to a distinguished triangle are long exact sequences of
k-vector spaces.

Compare the following proposition with Remark 1.16, iv).

Proposition 1.41 Let F : D !!D′ be an exact functor between triangulated
categories. If F ( H, then H : D′ !!D is exact.

Similarly, if G ( F then G : D′ !!D is exact. See [13, 92].

Proof Let us first show that the adjoint functor H commutes with the shift
functors T and T ′ on D, respectively D′. Since F is an exact functor, one has
isomorphisms F ◦ T % T ′ ◦ F and F ◦ T−1 % T ′−1 ◦ F .

This yields the following functorial isomorphisms

Hom(A, H(T ′(B))) % Hom(F (A), T ′(B)) % Hom(T ′−1(F (A)), B)

% Hom(F (T−1(A)), B) % Hom(T−1(A), H(B))

% Hom(A, T (H(B))).

As everything is functorial, the Yoneda lemma yields an isomorphism

H ◦ T ′
∼

!! T ◦H.

Next, we have to show that H maps a distinguished triangle in D′ to a distin-
guished triangle in D. Let A !!B !!C !!A[1] be a distinguished triangle in
D′. The induced morphism H(A) !!H(B) can be completed to a distinguished
triangle

H(A) !! H(B) !! C0 !! H(A)[1].

Here we tacitly use H(A[1]) % H(A)[1] given by the above isomorphism H ◦T ′ %
T ◦H.

Using the adjunction morphisms F (H(A)) !!A and F (H(B)) !!B and the
assumption that F is exact, one obtains a commutative diagram of distinguished
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triangles

F (H(A)) !!

$$

F (H(B)) !!

$$

F (C0) !!

ξ

$$

F (H(A))[1]

$$

A !! B !! C !! A[1],

which can be completed by the dotted arrow according to axiom TR3.
Applying H to the whole diagram and using the adjunction h : id !!H ◦ F ,

yields

H(A) !!

))

$$

H(B) !!

$$

))

C0 !!

hC0

$$

H(A)[1]

$$

HFHA !!

$$

HFHB !!

$$

HFC0 !!

H(ξ)
$$

HFHA[1]

$$

H(A) !! H(B) !! H(C) !! H(A)[1].

Here, the curved vertical arrows are in both cases the identity morphisms (see
Exercise 1.19). To conclude one would like to apply Exercise 1.37, but we are
not allowed to use that H(A) !!H(B) !!H(C) !!H(A)[1] is distinguished.
But using adjunction we know that for any A0 the sequence

Hom(A0, H(B)) !! Hom(A0, H(C)) !! Hom(A0, H(A)[1])
% Hom(F (A0), B) % Hom(F (A0), C) % Hom(F (A0), A[1])

is exact. Then we obtain Hom(A0, C0) % Hom(A0, H(C)) for all A0 and hence
H(ξ) ◦ hC0 : C0

∼ !!H(C). Thus, H(A) !!H(B) !!H(C) !!H(A)[1] is iso-
morphic to the distinguished triangle H(A) !!H(B) !!C0 !!H(A)[1], so it
is itself distinguished by TR1. !

A subcategory D′ ⊂ D of a triangulated category is a triangulated subcategory
if D′ admits the structure of a triangulated category such that the inclusion is
exact. If D′ ⊂ D is a full subcategory, then it is a triangulated subcategory if and
only if D′ is invariant under the shift functor and for any distinguished triangle
A !!B !!C !!A[1] in D with A, B ∈ D′ the object C is isomorphic to an
object in D′.

Definition 1.42 A full triangulated subcategory D′ ⊂ D is called admiss-
ible if the inclusion has a right adjoint π : D !!D′, i.e. there exist functorial
isomorphisms HomD(A, B) % HomD′(A,π(B)) for all A ∈ D′ and B ∈ D.

The orthogonal complement of a(n admissible) subcategory D′ ⊂ D is the full
subcategory D′⊥ of all objects C ∈ D such that Hom(B,C) = 0 for all B ∈ D′.
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More accurately, the orthogonal complement as defined above should be called
the right orthogonal complement. One similarly defines the left orthogonal com-
plement, but this will never be used. So, orthogonal in this book will always
mean right orthogonal.

Remarks 1.43 i) The right adjoint functor π : D !!D′ for an admissible full
triangulated subcategory D′ ⊂ D is exact by Proposition 1.41.

ii) The orthogonal complement of an admissible subcategory is a triangulated
subcategory.

Indeed, the condition Hom(B,C) = 0 for all B ∈ D′ yields

Hom(B,C[i]) % Hom(B[−i], C) = 0

for all B ∈ D′, as D′ is invariant under shift. Thus, if

C1 !! C2 !! C3 !! C1[1]

is a distinguished triangle in D with C1, C2 ∈ D′⊥ then the long exact sequence
obtained from applying Hom(B, ) shows that also C3 ∈ D′⊥.

iii) More explicitly, one shows that a full triangulated subcategory D′ ⊂ D is
admissible if and only if for all A ∈ D there exists a distinguished triangle

B !! A !! C !! B[1]

with B ∈ D′ and C ∈ D′⊥. This goes as follows.
Suppose D′ is admissible. The adjunction property of π allows us to associate

to the identity in HomD′(π(A),π(A)) a morphism B := π(A) !!A which we
may complete to a distinguished triangle

B !! A !! C !! B[1].

In order to see that indeed C ∈ D′⊥, one applies Hom(B′, ) and uses that for
all B′ ∈ D′

Hom(B′, B) % Hom(B′,π(A)) % Hom(B′, A).

Conversely, if such a distinguished triangle is given for any A, then one defines
the functor π : D !!D′ by π(A) = B. Now use Hom(B,C) = 0 for B ∈ D′ and
C ∈ D′⊥ to show that B does not depend (up to isomorphism) on the choice of
the triangle. Similarly, one shows that π is well-defined for morphisms.

iv) Admissible subcategories occur whenever there is a fully faithful exact
functor F : D′ !!D that admits a right adjoint. Indeed, in this case the functor
F defines an equivalence between D′ and an admissible subcategory of D.

Exercise 1.44 Let A ∈ D be an object in a triangulated category D. Show
that

A⊥ := {B ∈ D | Hom(A, B[i]) = 0 for all i ∈ Z}
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is a triangulated subcategory. If 〈A〉 denotes the smallest triangulated sub-
category containing A, then A⊥ % 〈A〉⊥.

The notion of equivalence that will be important for us is the following.

Definition 1.45 Two triangulated categories D and D′ are equivalent if there
exists an exact equivalence F : D !!D′.

If D is a triangulated category, the set Aut(D) of isomorphism classes of
equivalences F : D !!D forms the group of autoequivalences of D.

We conclude this section by a discussion of Serre functors in the context of
triangulated categories. As it turns out, Serre functors and triangulated struc-
tures are always compatible. In the geometric situation considered later, this will
be obvious, for the Serre functors there will by construction be exact. (So, the
reader mainly interested in geometry may safely skip the not so easy proof of
the following proposition.)

Proposition 1.46 (Bondal, Kapranov) Any Serre functor on a triangulated
category over a field k is exact. See [13].

Proof For simplicity we shall assume that all Hom’s are finite-dimensional.
By Lemma 1.30, a Serre functor S commutes with the shift functor T . It

remains to show that under S a distinguished triangle A
f
!!B

g
!!C

h
!!A[1] is

mapped to a distinguished triangle. In a first step, one completes S(A) !! S(B)
to a distinguished triangle

S(A)
S(f)

!! S(B)
ϕ

!! C0
ψ

!! S(A)[1].

Next, one tries to construct a commutative diagram

S(A) !!

=

$$

S(B)
ϕ

!!

=

$$

C0
ψ

!!

ξ

$$

S(A)[1]

=

$$

S(A) !! S(B)
S(g)

!! S(C)
S(h)

!! S(A[1]).

The compatible long exact sequences, induced by applying Hom(D, ) to the hori-
zontal sequences, and the Yoneda lemma would then show that ξ : C0 !! S(C)
must be an isomorphism (see Exercise 1.37). (Note that the long sequence
induced by the bottom sequence is dual to the long exact sequence induced
by applying Hom( , D) to the distinguished triangle A !!B !!C !!A[1] and
hence itself exact.)
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It remains to prove the existence of ξ. Via Serre duality ξ can be considered
as a linear form 〈ξ| 〉 on Hom(C, C0). The two conditions ξ needs to satisfy are
expressed as

i) ξ ◦ ϕ = S(g) and ii) S(h) ◦ ξ = ψ.

Clearly, i) holds if and only if 〈ξ ◦ ϕ|α〉 = 〈S(g)|α〉 for any α ∈ Hom(C, S(B)).
By functoriality of the Serre functor 〈ξ ◦ ϕ|α〉 = 〈ξ|ϕ ◦ α〉. Similarly, 〈S(g)|α〉 =
〈α|g〉 = 〈idB |α ◦ g〉, where the first equality is taken from Remark 1.29. Hence,
condition i) is equivalent to

i′) 〈ξ|ϕ ◦ 〉 = 〈idB | ◦ g〉 ∈ Hom(C, S(B))∗.

The condition ii) can be equivalently written as 〈S(h)◦ξ|β〉 = 〈ψ|β〉 for any
β ∈ Hom(A[1], C0). Again using functoriality and Remark 1.29, 〈S(h)◦ξ|β〉 =
〈S(h)|ξ◦β〉 = 〈ξ◦β|h〉 = 〈ξ|β◦h〉 and 〈ψ|β〉 = 〈idA|ψ◦β〉. Hence, ii) is
equivalent to

ii′) 〈ξ| ◦ h〉 = 〈idA|ψ ◦ 〉 ∈ Hom(A[1], C0)∗.

Thus, in order to ensure the existence of the desired ξ or, equivalently, of
the linear form 〈ξ| 〉 : Hom(C, C0) !! k, it suffices to show that for any α ∈
Hom(C, S(B)) and any β ∈ Hom(A[1], C0) one has

If ϕ ◦ α = β ◦ h, then 〈idB |α ◦ g〉 = 〈idA|ψ ◦ β〉.

Firstly, TR3 shows that there exists a commutative diagram

B

γ

$$

g
!! C

α

$$

h
!! A[1]

β

$$

−f [1]
!! B[1]

γ[1]

$$

−g[1]
!! C[1]

α[1]

$$

S(A)
−S(f)

!! S(B)
ϕ

!! C0
ψ

!! S(A)[1]
−S(f)[1]

!! S(B)[1].

But then, using functoriality of the Serre pairing Hom( , B) % Hom(B,S( ))∗,
one obtains

〈idB |α ◦ g〉 = −〈idB |S(f) ◦ γ〉 = −〈S(f)|γ〉 = −〈γ|f〉.

Similarly, one finds

〈idA|ψ ◦ β〉 = −〈idA, γ[1] ◦ f [1]〉 = −〈γ[1], f [1]〉 = −〈γ|f〉

and hence 〈idB |α ◦ g〉 = 〈idA|ψ ◦ β〉. !

1.3 Equivalences of triangulated categories

In this section we discuss criteria that allow us to decide whether a given exact
functor is fully faithful or even an equivalence. This continues the discussion of
Remark 1.27 in the context of triangulated categories.
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Let us begin with the definition of a spanning class. In many geometric
situations, spanning classes (sometimes even several ones) are given naturally
(cf. Proposition 3.17 or Corollary 3.19).

Definition 1.47 A collection Ω of objects in a triangulated category D is a
spanning class of D (or spans D) if for all B ∈ D the following two conditions
hold:

i) If Hom(A, B[i]) = 0 for all A ∈ Ω and all i ∈ Z, then B % 0.
ii) If Hom(B[i], A) = 0 for all A ∈ Ω and all i ∈ Z, then B % 0.

Exercise 1.48 Suppose the triangulated category D is endowed with a Serre
functor. Show that the two conditions i) and ii) in the definition are equivalent.
So, in the presence of a Serre functor it suffices to require one of the two.

Proposition 1.49 Let F : D !!D′ be an exact functor between triangulated
categories with left and right adjoints: G ( F ( H.

Suppose Ω is a spanning class of D such that for all objects A, B ∈ Ω and all
i ∈ Z the natural homomorphisms

F : Hom(A, B[i]) !! Hom(F (A), F (B[i]))

are bijective. Then F is fully faithful. See [18, 92].

Proof First recall that H and G are both exact due to Proposition 1.41. This
will be used throughout.

We shall use the following commutative diagram (see Lemma 1.21):

Hom(A, B)
hB◦

!!

◦gA

$$

F

**''
'''

'''
'''

'''
Hom(A, H(F (B)))

&
$$

Hom(G(F (A)), B)
∼

!! Hom(F (A), F (B))

(1.2)

for arbitrary A, B ∈ D.
We first show that for any A ∈ Ω the homomorphism gA : G(F (A)) !!A is

an isomorphism. In order to see this, choose a distinguished triangle

G(F (A))
gA

!! A !! C !! G(F (A))[1].
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Applying Hom( , B) for an arbitrary B ∈ D induces a long exact sequence which
combined with the commutative lower triangle yields

Hom(C, B[i]) !! Hom(A, B[i])
◦gA

!!

F **$$
$$$

$$$
$$$

$$
Hom(G(F (A)), B[i]) !!

&
$$

Hom(F (A), F (B)[i]).

If B ∈ Ω, then F : Hom(A, B[i]) !!Hom(F (A), F (B)[i]) is bijective by
assumption. Hence, Hom(C, B[i]) = 0 for all i ∈ Z and all B ∈ Ω. Since Ω
spans D, one finds C % 0 and, therefore, gA : G(F (A)) ∼ !!A.

Note that this immediately implies that for A ∈ Ω and any B ∈ D in fact all
homomorphisms in (1.2) are bijections, in particular

hB◦ : Hom(A, B) ∼ !!Hom(A, H(F (B))).

This applied to B ∈ D and using a distinguished triangle of the form (again use
TR1 for its existence)

B
hB

!! H(F (B)) !! C !! B[1]

shows that Hom(A, C[i]) = 0 for all i ∈ Z and all A ∈ Ω. Hence, C % 0 and,
thus, hB : B ∼ !!H(F (B)). In particular,

hB◦ : Hom(A, B)
∼

!! Hom(A, H(F (B)))

for any A ∈ D. Using the commutativity of the upper triangle in (1.2), this proves
that F : Hom(A, B) ∼ !!Hom(F (A), F (B)) is bijective for all A, B ∈ D, i.e. F
is fully faithful. (This last step in the proof was also stated as Corollary 1.23.)

!

Suppose we already know that the functor is fully faithful. What do we need
to know in order to be able to decide whether it is in fact an equivalence? The
following lemma provides a first criterion, whose assumption however is difficult
to check. Building upon the arguments used in its proof we shall, however, deduce
Proposition 1.54, which turns out to be extremely useful.

Lemma 1.50 Let F : D !!D′ be a fully faithful exact functor between trian-
gulated categories and suppose that F has a right adjoint F ( H. Then F is an
equivalence if and only if for any C ∈ D′ the triviality of H(C), i.e. H(C) % 0,
implies C % 0.

Proof By Corollary 1.22 one knows that for any A the adjunction morphism
hA : A !!HF (A) is an isomorphism.
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In order to prove the assertion, one has to verify that also the adjunction
morphism gB : FH(B) !!B is an isomorphism for any B ∈ D′. Indeed, H
would be an inverse of F in this case. Note that Corollary 1.22 does not apply,
because we don’t know whether H is fully faithful.

For any B ∈ D′ the morphism gB : FH(B) !!B can be completed to a
distinguished triangle

FH(B) !! B !! C !! FH(B)[1].

Since H is exact by Proposition 1.41, we obtain a distinguished triangle in D

HFH(B)
H(gB)

!! H(B) !! H(C) !! HFH(B)[1].

Since by Exercise 1.19 one knows that H(gB)◦hH(B) = idH(B) and, therefore,
that H(gB) is an isomorphism, this shows H(C) % 0. Hence, by assumption
C % 0 which in turn shows that gB is an isomorphism. !

Exercise 1.51 State and prove the analogous statement for a left adjoint
functor G ( F .

Definition 1.52 A triangulated category D is decomposed into triangulated
subcategories D1,D2 ⊂ D if the following three conditions are satisfied:

i) Both categories D1 and D2 contain objects non-isomorphic to 0.
ii) For all A ∈ D there exists a distinguished triangle

B1 !! A !! B2 !! B1[1]

with Bi ∈ Di, i = 1, 2.
iii) Hom(B1, B2) = Hom(B2, B1) = 0 for all B1 ∈ D1 and B2 ∈ D2.
A triangulated category that cannot be decomposed is called indecomposable.

Later, we will see that the derived category of an integral scheme is inde-
composable (see Proposition 3.10).

Exercise 1.53 Show that condition ii) in the presence of iii) just says that A
is the direct sum of B1 and B2. In particular, the definition is symmetric in D1
and D2 despite the chosen order in ii).

Proposition 1.54 Let F : D !!D′ be a fully faithful exact functor between
triangulated categories. Suppose that D contains objects not isomorphic to 0 and
that D′ is indecomposable.

Then F is an equivalence of categories if and only if F has a left adjoint G ( F
and a right adjoint F ( H such that for any object B ∈ D′ one has: H(B) % 0
implies G(B) % 0. See [18].

Proof In order to prove the proposition, one introduces two full triangulated
subcategories D′1, D′2 ⊂ D′. The first one, D′1, is the image of F , i.e. the full
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subcategory of all objects B isomorphic to some F (A). Equivalently, D′1 is the
full subcategory of objects B ∈ D′ with F (H(B)) % B (induced by adjunction).

Indeed, if B % F (A), then

H(B) % H(F (A)) % A,

for F is fully faithful. Thus,

B % F (A) % F (H(B)).

The second category, D′2, consists of all C ∈ D′ with H(C) % 0. Clearly, both
are triangulated subcategories of D′.

The arguments in the proof of the previous lemma show that any B ∈ D′ can
be decomposed by a distinguished triangle

B1 !! B !! B2 !! B[1]

with Bi ∈ D′i.
Furthermore, for all B1 ∈ D′1 and B2 ∈ D′2 we have

Hom(B1, B2) % Hom(F (H(B1)), B2) % Hom(H(B1), H(B2)) = 0

and

Hom(B2, B1) % Hom(B2, F (H(B1)) % Hom(G(B2), H(B1)) = 0,

for H(B2) % 0 by assumption implies G(B2) = 0.
Since D′ is indecomposable, either D′1 or D′2 is trivial, i.e. one of the two

contains only objects isomorphic to 0. Suppose D′1 is trivial. Then for any A ∈ D,
the image F (A) and hence H(F (A)) is trivial. As F is fully faithful, this proves
A % H(F (A)) % 0 for all A, which contradicts the non-triviality of D.

Hence, D′2 must be trivial. This proves that D′1 ⊂ D′ is an equivalence, i.e. for
every object B ∈ D′ adjunction yields F (H(B)) % B. Thus, H is a quasi-inverse
of F . !

Remark 1.55 The proposition can be best applied when G = H. This parti-
cular case will in fact occur in the applications. So, if F is fully faithful and
H ( F ( H then F is an equivalence whenever D′ is indecomposable.

The following is a combination of the two propositions in the presence of Serre
functors.

Corollary 1.56 Let F : D !!D′ be an exact functor between triangulated cat-
egories D and D′ with left adjoint G ( F and right adjoint F ( H. Furthermore
assume that Ω is a spanning class of D satisfying the following conditions:
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i) For all A, B ∈ Ω the natural morphisms

Hom(A, B[i]) !! Hom(F (A), F (B)[i])

are bijective for all i ∈ Z.
ii) The categories D and D′ admit Serre functors SD, respectively SD′ such that

for all A ∈ Ω one has F (SD(A)) % SD′(F (A)).
iii) The category D′ is indecomposable and D is non-trivial.

Then F is an equivalence. See [22].

Proof The first condition ensures by Proposition 1.49 that F is fully faithful.
In order to apply Proposition 1.54, one has to verify the condition that H(B) % 0
implies G(B) % 0. This is done as follows.

Suppose H(B) % 0. Using adjunction and the compatibility of the Serre
functors with F , one finds for any A ∈ Ω:

0 = Hom(A, H(B)) % Hom(F (A), B) % Hom(B,SD′(F (A)))∗

% Hom(B,F (SD(A)))∗ % Hom(G(B), SD(A))∗

% Hom(A, G(B)).

Hence, Hom(A, G(B)) = 0 for all A ∈ Ω and, therefore, G(B) % 0. Note that
the argument actually shows G % H. !

Due to Remark 1.31, it suffices to assume the existence of only one of the
adjoint functors in the above corollary.

1.4 Exceptional sequences and orthogonal decompositions

In the geometric context, the derived categories in question will usually be
indecomposable (see Proposition 3.10). However, there are geometrically relevant
situations where one can decompose the derived category in a weaker sense. This
leads to the abstract notion of semi-orthogonal decompositions of a triangulated
category, the topic of this section. Any full exceptional sequence yields such a
semi-orthogonal decomposition, so we will discuss this notion first.

Definition 1.57 An object E ∈ D in a k-linear triangulated category D is
called exceptional if

Hom(E, E[)]) =
{

k if ) = 0
0 if ) .= 0.

An exceptional sequence is a sequence E1, . . . , En of exceptional objects such
that Hom(Ei, Ej [)]) = 0 for all i > j and all ). In other words

Hom(Ei, Ej [)]) =
{

k if ) = 0, i = j
0 if i > j or if l .= 0, i = j.

An exceptional sequence is full if D is generated by {Ei}, i.e. any full triangulated
subcategory containing all objects Ei is equivalent to D (via the inclusion).
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Lemma 1.58 Let D be a k-linear triangulated category such that for any
A, B ∈ D the vector space

⊕
i Hom(A, B[i]) is finite-dimensional.

If E ∈ D is exceptional, then the objects
⊕

E[i]⊕ji form an admissible
triangulated subcategory 〈E〉 of D.

Proof We leave it to the reader to check that 〈E〉 is indeed triangulated. In
order to see that it is admissible one considers for any object A ∈ D the canonical
morphism

⊕
Hom(E, A[i])⊗ E[−i] !!A,

which can be completed to a distinguished triangle
⊕

Hom(E, A[i])⊗ E[−i] !! A !! B.

Using that E is exceptional, one finds Hom(E, B[i]) = 0. Hence, B ∈ 〈E〉⊥ (cf.
iii) Remark 1.43). !

The concept of a (full) exceptional sequence is generalized by the following

Definition 1.59 A sequence of full admissible triangulated subcategories

D1, . . . ,Dn ⊂ D

is semi-orthogonal if for all i > j

Dj ⊂ D⊥i .

Such a sequence defines a semi-orthogonal decomposition of D if D is gener-
ated by the Di, i.e. via inclusion D is equivalent to the smallest full triangulated
subcategory of D containing all of them.

Examples 1.60 i) Let D′ ⊂ D be an admissible full triangulated subcategory
(cf. Definition 1.42). Then D1 := D′⊥,D2 := D′ ⊂ D is a semi-orthogonal
decomposition of D.

ii) Let E1, . . . , En be an exceptional sequence in D. Then the admissible
triangulated subcategories (see Lemma 1.58)

D1 := 〈E1〉, . . . ,Dn := 〈En〉

form a semi-orthogonal sequence.
If the exceptional sequence is full, then D1, . . . ,Dn ⊂ D is a semi-orthogonal

decomposition.

Lemma 1.61 Any semi-orthogonal sequence of full admissible triangulated
subcategories D1, . . . ,Dn ⊂ D generates D, i.e. defines a semi-orthogonal decom-
position of D, if and only if any object A ∈ D with A ∈ D⊥i for all i = 1, . . . , n
is trivial.
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Proof Suppose D1, . . . ,Dn ⊂ D is a semi-orthogonal decomposition. For any
A0 ∈ D one defines the full triangulated subcategory ⊥A0 of all objects A ∈ D
with Hom(A, A0[i]) = 0 for all i ∈ Z (cf. Exercise 1.44).

If A0 ∈
⋂

D⊥i , then D1, . . . ,Dn ⊂ ⊥A0. Hence, ⊥A0 = D and, in particular,
A0 ∈ ⊥A0. The latter yields Hom(A0, A0) = 0 and thus A0 % 0.

Let us now assume that
⋂

D⊥i = {0}. For simplicity we assume n = 2 and leave
the general case to the reader. We have to show that any A0 ∈ D is contained
in the triangulated subcategory generated by D1 and D2. Since D2 is admissible,
one finds a distinguished triangle

A !! A0 !! B !! A[1]

with A ∈ D2 and B ∈ D⊥2 . The latter can be decomposed further by a
distinguished triangle

C !! B !! C ′ !! C[1]

with C ∈ D1 and C ′ ∈ D⊥1 (use that D1 is admissible).
As C ∈ D1 ⊂ D⊥2 and B ∈ D⊥2 , one finds C ′ ∈ D⊥2 . Hence, C ′ ∈ D⊥1 ∩ D⊥2 ,

which implies C ′ % 0 by assumption. Thus, B % C ∈ D1. But then A0 sits
in a distinguished triangle with the other two objects being in D1, respectively
D2. !

Exercise 1.62 Let D1,D2 ⊂ D be a semi-orthogonal decomposition of length
two. Show that the inclusion D1 ⊂ D⊥2 is an equivalence. More generally, if
D1, . . . ,Dn ⊂ D is a semi-orthogonal decomposition, then D1 ⊂ 〈D2, . . . ,Dn〉⊥
is an equivalence.

Exercise 1.63 Suppose D1,D2 ⊂ D is a semi-orthogonal decomposition of a
triangulated category D. Show that any object A ∈ D with Hom(A, B) = 0 for
all B ∈ D1 is isomorphic to an object in D2.
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DERIVED CATEGORIES: A QUICK TOUR

This chapter is meant as a reminder. Many arguments are only sketched, if at
all, and the reader not familiar with the material or feeling uncomfortable with
certain aspects of it should go back to the literature.

At the same time we encourage the reader familiar with the basic notions of
the theory to go as early as possible to Chapter 3 or even Chapter 4. Passing
quickly to the results by Bondal, Bridgeland, Orlov, et al. on derived categories
of coherent sheaves, the topic of this course, one gets to know derived categories
from a more geometric point of view and this might help to digest the formal
aspects of the general machinery.

2.1 Derived category of an abelian category

In this section we shall recall the fundamental aspects of derived categories.
We begin by stating the existence of the derived category as a theorem, and
explain the technical features, necessary for any calculation, later on. Derived
functors will only be discussed in Section 2.2.

In the sequel, we will mostly be interested in the derived category of the
abelian category of (coherent) sheaves or of modules over a ring. We recommend
the textbooks [39, 61, 70] for more details and other examples.

Remark 2.1 Often, an object in a given abelian category A is studied in terms
of its resolutions. To be more specific, recall that by definition a coherent sheaf
F on a scheme X can locally be given by finitely many generators and finitely
many relations. In other words, at least locally there exists an exact sequence
O⊕m1

X
!!O⊕m2

X
!!F !! 0. On a smooth projective variety X any coherent

sheaf F admits a locally free resolution of length n = dim(X), i.e. there exists
an exact sequence of the form

0 !! En
!! . . . !! E1 !! E0 !! F !! 0

where all Ei are locally free coherent sheaves. Thus, in order to study arbitrary
coherent sheaves on X one may switch to locally free sheaves and complexes of
those.

More generally, when working with an abelian category, it is often necessary
and natural to allow also complexes of objects in A. This leads to the notion of
the category of complexes.
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Let us briefly recall the definition of the category of complexes Kom(A) of
an abelian category A. A complex in A consists of a diagram of objects and
morphisms in A of the form

. . . !! Ai−1
di−1

!! Ai
di

!! Ai+1
di+1

!! . . .

satisfying di ◦ di−1 = 0 or, equivalently, Im(di−1) ⊂ Ker(di), for all i ∈ Z.
A morphism f : A• !!B• between two complexes A• and B• is given by a

commutative diagram

. . . !! Ai−1
di−1

A
!!

fi−1

$$

Ai
di

A
!!

fi

$$

Ai+1
di+1

A
!!

fi+1

$$

. . .

. . . !! Bi−1
di−1

B
!! Bi

di
B

!! Bi+1
di+1

B
!! . . .

Definition 2.2 The category of complexes Kom(A) of an abelian category A
is the category whose objects are complexes A• in A and whose morphisms are
morphisms of complexes.

Proposition 2.3 The category of complexes Kom(A) of an abelian category is
again abelian.

Proof The proof is straightforward. E.g. the zero object in Kom(A) is the
complex . . . !! 0 !! 0 !! 0 !! . . . and the kernel of a morphism f : A• !!B•

is the complex of the kernels Ker(f i), i ∈ Z. !

Also note that mapping an object A ∈ A to the complex A• with A0 = A and
Ai = 0 for i .= 0 identifies A with a full subcategory of Kom(A).

The complex category Kom(A) has two more features: cohomology and shift.
Let us start out with the shift functor.

Definition 2.4 Let A• ∈ Kom(A) be a given complex. Then A•[1] is the
complex with (A•[1])i := Ai+1 and differential di

A[1] := −di+1
A .

The shift f [1] of a morphism of complexes f : A• !!B• is the complex
morphism A•[1] !!B•[1] given by f [1]i := f i+1.

The following fact is easily verified.

Corollary 2.5 The shift functor T : Kom(A) !!Kom(A), A• ! !!A•[1]
defines an equivalence of abelian categories. !

More precisely, the inverse functor T−1 is given by A• ! !!A•[−1], where, more
generally, A•[k]i = Ak+i and di

A[k] = (−1)kdi+k
A for any k ∈ Z.
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Note, however, that Kom(A) endowed with the shift functor T does not define
a triangulated category. Indeed, we would also have to give the class of distin-
guished triangles and the canonical choices, like short exact sequences or mapping
cones, do not work.

Exercise 2.6 Prove that short exact sequences 0 !!A• !!B• !!C• !! 0,
which can be viewed as triangles with trivial C• !!A•[1], do not, in gen-
eral, satisfy the conditions imposed on distinguished triangles in a triangulated
category.

Recall that the cohomology Hi(A•) of a complex A• is the quotient

Hi(A•) :=
Ker(di)
Im(di−1)

∈ A,

i.e. Hi(A•) = Coker(Im(di−1) !!Ker(di)). A complex A• is acyclic if Hi(A•) =
0 for all i ∈ Z. Any complex morphism f : A• !!B• induces natural
homomorphisms

Hi(f) : Hi(A•) !! Hi(B•).

Exercise 2.7 Suppose F : A !! B is an additive functor between abelian cat-
egories. Show that F is exact if and only of the image F (A•) of any acyclic
complex A• in A is an acyclic complex in B.

Remark 2.8 Proposition 2.3 allows us to speak of short exact sequences in
Kom(A). One of the fundamental facts in homological algebra says that any
short exact sequence

0 !! A• !! B• !! C• !! 0

induces a long exact sequence

. . . !! Hi(A•) !! Hi(B•) !! Hi(C•) !! Hi+1(A•) !! . . . .

See [39] or any standard textbook on homological algebra. The construction of
the boundary morphism Hi(C•) !!Hi+1(A•) is easier if one allows oneself to
work with modules over a ring. The case of length two complexes runs under the
name ‘snake lemma’.

The induced map for the cohomology objects is used to define quasi-
isomorphisms, which play a central rôle in the passage to the derived category.

Definition 2.9 A morphism of complexes f : A• !!B• is a quasi-
isomorphism (or qis, for short) if for all i ∈ Z the induced map Hi(f) :
Hi(A•) !!Hi(B•) is an isomorphism.
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Note that a resolution as considered in Remark 2.1 gives rise to a quasi-
isomorphism

(
En

!! . . . !! E1 !! E0
)

!!F . This explains why it is desirable
not to distinguish between quasi-isomorphic complexes.

The central idea for the definition of the derived category is this: quasi-
isomorphic complexes should become isomorphic objects in the derived category.
We shall begin our discussion with the following existence theorem. Details of
the construction are provided by the subsequent discussion.

Theorem 2.10 Let A be an abelian category and let Kom(A) be its category
of complexes. Then there exists a category D(A), the derived category of A, and
a functor

Q : Kom(A) !! D(A)

such that:

i) If f : A• !!B• is a quasi-isomorphism, then Q(f) is an isomorphism in
D(A).

ii) Any functor F : Kom(A) !!D satisfying property i) factorizes uniquely over
Q : Kom(A) !!D(A), i.e. there exists a unique functor (up to isomorphism)
G : D(A) !!D with F % G ◦Q:

Kom(A)
Q

!!

F ++(
((

((
((

((
D(A)

G,,
D.

As stated, the theorem is a pure existence result. In order to be able to work
with the derived category, we have to understand which objects become iso-
morphic under Q : Kom(A) !!D(A) and, more complicated, how to represent
morphisms in the derived category. Explaining this, will at the same time provide
a proof for the above theorem. Moreover, we shall observe the following facts.

Corollary 2.11 i) Under the functor Q : Kom(A) !!D(A) the objects of the
two categories Kom(A) and D(A) are identified .

ii) The cohomology objects Hi(A•) of an object A• ∈ D(A) are well-defined
objects of the abelian category A.

iii) Viewing any object in A as a complex concentrated in degree zero yields
an equivalence between A and the full subcategory of D(A) that consists of all
complexes A• with Hi(A•) = 0 for i .= 0.

Contrary to the category of complexes Kom(A), the derived category D(A)
is in general not abelian, but it is always triangulated. The shift functor indeed
descends to D(A) and a natural class of distinguished triangles can be found, as
will be explained shortly.
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Suppose C• !!A• is a quasi-isomorphism. As the derived category is to be
constructed in a way that any quasi-isomorphism becomes an isomorphism, any
morphism of complexes C• !!B• will have to count as a morphism A• !!B•

in the derived category. This leads to the definition of morphisms in the derived
category as diagrams of the form

C•

qis

--))
))
))
))

..*
**

**
**

*

A• B•,

where C• !!A• is a quasi-isomorphism.
In order to make this a sensible definition of morphisms, one has to explain

when two such roofs are considered equal and how to define the composition
in the derived category. The natural context for both problems is the homotopy
category of complexes. This will be an intermediate step in passing from Kom(A)
to D(A):

Kom(A)

//

!! D(A)

K(A)

00

By abuse of notation, we shall again write Q : K(A) !!D(A) for the natural
functor.

Definition 2.12 Two morphisms of complexes

f, g : A• !! B•

are called homotopically equivalent, f ∼ g, if there exists a collection of
homomorphisms hi : Ai !!Bi−1, i ∈ Z, such that

f i − gi = hi+1 ◦ di
A + di−1

B ◦ hi.

The homotopy category of complexes K(A) is the category whose objects
are the objects of Kom(A), i.e. Ob(K(A)) = Ob(Kom(A)), and morphisms
HomK(A)(A•, B•) := HomKom(A)(A•, B•)/ ∼.

That the definition makes sense, e.g. that the composition is well-defined in
K(A), follows from the following assertions which are all easily verified.

Proposition 2.13 i) Homotopy equivalence between morphisms A• !!B• of
complexes is an equivalence relation.

ii) Homotopically trivial morphisms form an ‘ideal’ in the morphisms of
Kom(A).



32 Derived categories: a quick tour

iii) If f ∼ g : A• !!B•, then Hi(f) = Hi(g) for all i.
iv) If f : A• !!B• and g : B• !!A• are given such that f ◦ g ∼ idB and

g◦f ∼ idA, then f and g are quasi-isomorphisms and, more precisely, Hi(f)−1 =
Hi(g). !

Remark 2.14 Note that the definition of K(A) makes sense for any additive
category. This will be needed later when we consider the full subcategory of all
injective objects in a given abelian category (cf. Proposition 2.40).

Now comes the precise definition of the derived category. The first step is to
describe the objects of D(A). This is easy, we simply set

Ob(D(A)) := Ob(K(A)) = Ob(Kom(A)).

The set of morphism HomD(A) between two complexes A• and B• viewed as
objects in D(A) is the set of all equivalence classes of diagrams of the form

C•

qis

--))
))
))
))

..*
**

**
**

*

A• B•,

where C• !!A• is a quasi-isomorphism. Two such diagrams are equivalent if
they are dominated in the homotopy category K(A)(!) by a third one of the
same sort, i.e. there exists a commutative diagram in K(A) of the form

C•

11))
))
))
))qis

22

..+
++

++
++

+

C•
1

11))
))
))
))

,,,,
,,,

33,,,
,,,,

,,,,
,,,,

,,

C•
2

44----
----

----
----

----
----

-

..*
**

**
**

*

A• B•.

(In particular, the compositions C• !!C•
1

!!A• and C• !!C•
2

!!A• are
homotopy equivalent. Thus, since the first one is a qis, also the latter one is.
Why commutativity is required only in K(A), i.e. up to homotopy, and not in
Kom(A) will become clear later (cf. proof of Proposition 2.16). Roughly, if the
stronger condition is imposed, the composition of two such roofs could no longer
be defined.)

In this way, we have defined objects and morphisms of our category D(A), but
we still have to check a number of properties. In particular, we have to define
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the composition of two morphisms. If two morphisms

C•
1

qis

11))
))
))
))

..+
++

++
++

+

A• B•

and C•
2

qis

--))
))
))
))

..+
++

++
++

+

B• C•

are given, we want the composition of both be given by a commutative (in the
homotopy category K(A)!) diagram of the form

C•
0

55.
..

..
..

.
qis

11//
//
//
//

C•
1

qis

11))
))
))
))

..+
++

++
++

+
C•

2
qis

--))
))
))
))

..*
**

**
**

*

A• B• C•.

(2.1)

There are two obvious problems: one has to ensure that such a diagram exists
and that it is unique up to equivalence.

Both things hold true, but we need to introduce the mapping cone in order to
explain why. The mapping cone will as well play a central rôle in the definition
of the triangulated structure on K(A) and D(A) (see Proposition 2.24).

Definition 2.15 Let f : A• !!B• be a complex morphism. Its mapping cone
is the complex C(f) with

C(f)i = Ai+1 ⊕Bi and di
C(f) :=

(
−di+1

A 0
f i+1 di

B

)
.

(Note that in the literature one finds different conventions for the definition
of the differential dC(f), e.g. f i+1 with an extra sign.)

The reader easily checks that the mapping cone is a complex. Moreover, there
exist two natural complex morphisms

τ : B• !! C(f) and π : C(f) !! A•[1]

given by the natural injection Bi !!Ai+1⊕Bi and the natural projection Ai+1⊕
Bi !!A•[1]i = Ai+1, respectively. The composition B• !!C(f) !!A•[1] is
trivial and the composition A• !!B• !!C(f) is homotopic to the trivial
map. In fact, B• !!C(f) !!A•[1] is a short exact sequence of complexes. In
particular, we obtain the long exact cohomology sequence (cf. Remark 2.8)

Hi(A•) !! Hi(B•) !! Hi(C(f)) !! Hi+1(A•) !! . . .
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Also, by construction any commutative diagram can be completed as follows

A•
1

f1
!!

$$

!

B•
1

!!

$$

C(f1) !!

$$

A•
1[1]

$$

A•
2

f2
!! B•

2
!! C(f2) !! A•

2[1].

This probably reminds the reader of axiom TR3. The following proposition
should be viewed in light of axiom TR2. (In fact, the triangles defined by the
mapping cone will form the distinguished triangles in the homotopy and in
the derived category, cf. Proposition 2.24). It will also be crucial for defining
the composition of morphisms in the derived category.

Proposition 2.16 Let f : A• !!B• be a morphism of complexes and let C(f)
be its mapping cone that comes with the two natural morphisms τ : B• !!C(f)
and π : C(f) !!A•[1]. Then there exists a complex morphism g : A•[1] !!C(τ)
which is an isomorphism in K(A) and such that the following diagram is
commutative in K(A):

B•

=

$$

τ
!! C(f)

=

$$

π
!! A•[1]

−f
!!

g

$$

B•[1]

=

$$

B• τ
!! C(f)

ττ
!! C(τ)

πτ
!! B•[1].

Proof The morphism g : A•[1] !!C(τ) is easy to define: We let

A•[1]i = Ai+1 !! C(τ)i = Bi+1 ⊕ C(f)i = Bi+1 ⊕Ai+1 ⊕Bi

be the map (−f i+1, id, 0). We leave it to the reader to verify that this is indeed
a complex morphism.

The inverse g−1 in K(A) can be given as the projection onto the middle factor.
The commutativity (in Kom(A)!) of the diagram

A•[1]
−f

!!

g

$$

B•[1]

id
$$

C(τ)
πτ

!! B•[1]

is straightforward. (But note the annoying sign, which is in fact responsible for
the sign in TR2.)
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The diagram

C(f)

id
$$

π
!! A•[1]

g

$$

C(f)
ττ

!! C(τ)

does not commute in Kom(A), but it does commute up to homotopy. To prove
this, one first checks that g ◦ g−1 is indeed homotopic to the identity and then
uses g−1 ◦ ττ = π. For the details see [61, 1.4]. !

Let us first show how to use the construction of the mapping cone in order to
compose two morphisms in the derived category. In order to do this, we consider
a quasi-isomorphism f : A• !!B• and an arbitrary morphism g : C• !!B•.

Proposition 2.17 There exists a commutative diagram in K(A)

C•
0

$$

qis
!! C•

g

$$
A•

qis

f
!! B•.

Proof Note that the existence of a commutative diagram (even in the complex
category and even without A• !!B• being a qis) is trivial. The difficulty consists
in constructing it such that C•

0
!!C• is a qis.

The idea is to make use of a commutative diagram of the form

C(τ ◦ g)[−1] !!

$$

C•

g

$$

!! C(f)

=

$$

!! C(τ ◦ g)

$$

A•
f

!! B• τ
!! C(f) !! A•[1].

Due to the previous proposition we know that B• τ
!!C(f) !!A•[1] in K(A) is

isomorphic to the triangle B• τ
!!C(f) !!C(τ). Then use the natural morphism

C(τ ◦ g) !!C(τ).
Using the long exact cohomology sequences, one proves that the morphism

C•
0 := C(τ ◦ g)[−1] !!C• is a quasi-isomorphism. !

The proposition is central as its immediate consequence is

Corollary 2.18 The composition of roofs as proposed by (2.1) exists and is
well-defined.
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Proof Apply Proposition 2.17 to

C•
1

$$
C•

2
qis

!! B•

in (2.1). We leave it to the reader to show that the equivalence class of the
appearing roof is unique. !

Exercise 2.19 One might be tempted to define C•
0 more directly as the fibred

sum of A• and C• over B•. Find an example that shows that this in general
does not work. (E.g. try a surjection for B• = B0 !! !!B1 with kernel A and
C• = B1[−1].)

Exercise 2.20 Show that a complex A• is isomorphic to 0 in D(A) if and
only if Hi(A•) % 0 for all i. On the other hand, find an example of a complex
morphism f : A• !!B• such that Hi(f) = 0 for all i, but without f being trivial
in D(A). See [39, 44].

In fact, f is zero in D(A) if and only if there exists a qis g : C• !!A• such
that f ◦ g is homotopically zero.

Exercise 2.21 Check that D(A) is an additive category.

Remark 2.22 Behind the construction of the derived category there is a gene-
ral procedure, called localization. Roughly, one constructs the localization of a
category with respect to a localizing class of morphisms. In our case, these are
the quasi-isomorphisms. It turns out that quasi-isomorphisms indeed form a
localizing class in K(A) (but not in Kom(A)!). For details see [39, 61].

Definition 2.23 A triangle

A•
1

!! A•
2

!! A•
3

!! A•
1[1]

in K(A) (respectively in D(A)) is called distinguished if it is isomorphic in K(A)
(respectively in D(A)) to a triangle of the form

A•
f

!! B• τ
!! C(f)

π
!! A•[1]

with f a complex morphism.

Proposition 2.24 Distinguished triangles given as in Definition 2.23 and the
natural shift functor for complexes A• ! !!A•[1] make the homotopy category of
complexes K(A) and the derived category D(A) of an abelian category into a
triangulated category.
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Moreover, the natural functor QA : K(A) !!D(A) is an exact functor of
triangulated categories.

Proof Again we refer to the literature, e.g. [39, IV.2]. As before, the mapping
cone plays a central rôle in the verification of the axioms TR. Note that there
is the additional difficulty in the derived category that an isomorphism of two
triangles is not given by honest morphisms. !

Exercise 2.25 Let A := Vecf (k) be the abelian category of finite-dimensional
vector spaces over a field k. Show that D(A) is equivalent to

∏
i∈Z A. More

precisely, any complex A• ∈ D(A) is isomorphic to its cohomology complex⊕
Hi(A•)[−i] (with trivial differentials).

Exercise 2.26 Show more generally that the assertion in the last exercise holds
true, whenever the abelian category A is semi-simple, i.e. such that any short
exact sequence in A splits. See [39, III.2.3].

Exercise 2.27 Suppose 0 !!A
f
!!B !!C !! 0 is a short exact sequence in

an abelian category A. Show that under the full embedding A ! " !! K(A) (or
A ! " !! D(A)) this becomes a distinguished triangle A !!B !!C

δ
!!A[1] in

K(A) (respectively D(A)) with δ given as the composition of the inverse (in
K(A) respectively D(A)) of the quasi-isomorphism C(f) !!C and the natural
morphism C(f) !!A[1].

Conversely, if A !!B !!C !!A[1] is a distinguished triangle with objects
A, B, C ∈ A, then 0 !!A !!B !!C !! 0 is a short exact sequence in A.

Exercise 2.28 Suppose A• !!B• !!C• !!A•[1] is a distinguished tri-
angle in the derived category D(A). Show that it naturally induces a long
exact sequence . . . !!Hi(A•) !!Hi(B•) !!Hi(C•) !!Hi+1(A•) !! . . .
(cf. Remark 2.8).

By definition, complexes in the categories K(A) and D(A) are unbounded, but
often it is more convenient to work with bounded ones.

Definition 2.29 Let Kom∗(A), with ∗ = +,−, or b, be the category of
complexes A• with Ai = 0 for i3 0, i4 0, respectively |i|4 0.

By dividing out first by homotopy equivalence and then by quasi-isomorphisms
one obtains the categories K∗(A) and D∗(A) with ∗ = +,−, or b. Let us consider
the natural functors D∗(A) !!D(A) given by just forgetting the boundedness
condition.

Proposition 2.30 The natural functors D∗(A) !!D(A), where ∗ = +,−, or
b, define equivalences of D∗(A) with the full triangulated subcategories of all
complexes A• ∈ D(A) with Hi(A•) = 0 for i3 0, i4 0, respectively |i|4 0.
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Proof The idea is the following (see Exercise 2.31). Suppose Hi(A•) = 0 for
i > i0. Then the commutative diagram

. . . !! Ai0−2 !!

=
$$

Ai0−1 !!

=
$$

Ker(di0
A ) !!

" #

$$

0

$$

!! . . .

. . . !! Ai0−2 !! Ai0−1 !! Ai0 !! Ai0+1 !! . . .

defines a quasi-isomorphism between a complex in K−(A) and A•.
Similarly, if Hi(A•) = 0 for i < i0, one considers

. . . !! Ai0−1

$$

!! Ai0

$$

!! Ai0+1

=

$$

!! . . .

. . . !! 0 !! Coker(di0−1) !! Ai0+1 !! . . .

For details see [61]. Note that the statement is about the derived and not about
the homotopy category. Indeed, it should be clear from the two diagrams that
in order to replace a cohomologically bounded complex by a bounded complex
one needs to pass via a roof. !

The same arguments prove iii) in Corollary 2.11 saying that A is canonically
equivalent to the full subcategory of all objects A• ∈ D(A) with Hi(A•) % 0 for
i .= 0 (cf. [39, III.5]).

Exercise 2.31 Let A• be a complex with Hi(A•) = 0 for i > m. Show that A•

is quasi-isomorphic (and hence isomorphic as an object in D(A)) to a complex
B• with Bi = 0 for i > m.

State and prove an analogous statement for a complex A• with Hi(A•) = 0
for i < m.

Exercise 2.32 Let A• be a complex with m := max{i | Hi(A•) .= 0} < ∞.
Show that there exists a morphism

ϕ : A• !! Hm(A•)[−m]

in the derived category such that Hm(ϕ) : Hm(A•) !!Hm(A•) equals the
identity.

Similarly, if m := min{i | Hi(A•) .= 0} > −∞, then there exists a morphism
ϕ : Hm(A•)[−m] !!A• with Hm(ϕ) = id.

Exercise 2.33 Suppose Hi(A•) = 0 for i < i0. Show that there exists a
distinguished triangle

Hi0(A•)[−i0] !! A•
ϕ

!! B• !! Hi0(A•)[1− i0]
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in D(A) with Hi(B•) = 0 for i ≤ i0 and ϕ inducing isomorphisms Hi(A•) %
Hi(B•) for i > i0. State and prove the analogous result for a complex A• with
Hi(A•) = 0 for i > i0.

Due to the very construction of the derived category, it is sometimes quite
cumbersome to do explicit calculations there. Often, however, it is possible to
work with a very special class of complexes for which morphisms in the derived
category and in the homotopy category are the same thing. Depending on the
kind of functors one is interested in, the notion of injective, respectively, project-
ive objects will be crucial. Both concepts were recalled in Examples 1.14. Note
that they are dual in the sense that an object I ∈ A is injective if and only if the
same object considered as an object of the opposite category Aop is projective.

Definition 2.34 An abelian category A contains enough injective (respectively
enough projective) objects if for any object A ∈ A there exists an injective morph-
ism A !! I with I ∈ A injective (respectively a surjective morphism P !!A with
P ∈ A projective).

An injective resolution of an object A ∈ A is an exact sequence

0 !! A !! I0 !! I1 !! I2 !! . . .

with all Ii ∈ A injective. Similarly, a projective resolution of A consists of an
exact sequence

. . . !! P−2 !! P−1 !! P 0 !! A !! 0

with projective objects P i ∈ A. In other words, an injective resolution is given
by a complex I• and a quasi-isomorphism A !! I• where Ii = 0 for i < 0 and
all Ii injective. A projective resolution can be explained similarly.

Clearly, if A contains enough injectives, any object A ∈ A admits an injective
resolution. More generally one has

Proposition 2.35 Suppose A is an abelian category with enough injectives.
For any A• ∈ K+(A) there exist a complex I• ∈ K+(A) with Ii ∈ A injective
objects and a quasi-isomorphism A• !! I•.

Proof As A• is a bounded below complex, we can proceed by induction as
follows. Suppose we have constructed a morphism

fi : A• !!
(
. . . Ii−1 !! Ii !! 0 !! . . .)

such that Hj(fi) is bijective for j < i and injective for j = i. As the notation
suggests, the objects Ij are injective. Then one constructs a complex morphism

fi+1 : A• !!
(
. . . Ii−1 !! Ii !! Ii+1 !! 0 !! . . .)
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which now induces bijective maps Hj(fi+1) for j ≤ i and an injective map
Hi+1(fi+1).

We only indicate the first step. For the complete proof see [39, III.5] or
[61, I.1.1.7]. Suppose A• is of the form 0 !!A0 !!A1 !!A2 !! . . .. By
assumption, there exists an injective object I0 and a monomorphism A0 !! I0.
The induced morphism f0 : A• !! (I0 !! 0 !! . . .) has the property that
Hi(f0) is an isomorphism for i < 0 and injective for i = 0.

The definition of I1 and the morphism I0 !! I1 is easy: Consider the object
(I0 ⊕ A1)/A0 and choose an injective object I1 containing it. The morphisms
I0 !! I1 and A1 !! I1 are the obvious ones. The cohomological properties are
readily verified.

(The same idea works in principle also for the definition of Ii+1 as
an injective object containing (Ii ⊕ Ai+1)/Ai, but one has in addition to
ensure that Ii−1 !! Ii !! Ii+1 be zero, which makes the general case more
technical.) !

Corollary 2.36 Suppose A is an abelian category with enough injectives. Any
A• ∈ D(A) with Hi(A•) = 0 for i3 0 is isomorphic (as an object of the derived
category) to a complex I• of injective objects Ii with Ii = 0 for i3 0.

Proof By Proposition 2.30 we may assume that Ai = 0 for i 3 0. Then use
the proposition. !

Exercise 2.37 Spell out the dual statements for a category with enough
projectives.

Lemma 2.38 Suppose A• !!B• is a quasi-isomorphism between two com-
plexes A•, B• ∈ K+(A). Then for any complex I• of injective objects Ii with
Ii = 0 for i3 0 the induced map

HomK(A)(B•, I•)
∼

!! HomK(A)(A•, I•)

is bijective.

Proof Completing B• !!A• to a distinguished triangle in the homotopy cat-
egory K+(A) and using the long exact Hom( , I•)-sequence reduces the claim
to the assertion that HomK(A)(C•, I•) = 0 for any acyclic complex C•, i.e. a
complex quasi-isomorphic to 0 (cf. Exercise 2.20).

A homotopy between any complex morphism g : C• !! I• and the zero
map can be explicitly constructed by standard algebraic homology methods,
see [57, I.6].

The principal idea is the following: The desired homotopy (hi : Ci !! Ii−1)
is constructed by induction. If the hj have already been given for j ≤ i, then
consider gi − di−1

I ◦ hi : Ci !! Ii, which factorizes over Ci/Ci−1 !! Ii. Due to
the injectivity of Ii, this lifts to a morphism hi+1 : Ci+1 !! Ii, in other words
gi − di−1

I ◦ hi = hi+1 ◦ di
C . !
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Lemma 2.39 Let A•, I• ∈ Kom+(A) such that all Ii are injective. Then

HomK(A)(A•, I•) = HomD(A)(A•, I•).

Proof Clearly, there is a natural map HomK(A)(A•, I•) !!HomD(A)(A•, I•)
and we have to show that for any morphism

B•

..+
++

++
++

+
qis

--00
00
00
00

A• I•

in D(A) there exists a unique morphism of complexes A• !! I• making the
diagram commutative up to homotopy.

In other words, one has to show that for any quasi-isomorphism B• !!A• in
Kom+(A) the induced map HomK(A)(A•, I•) !!HomK(A)(B•, I•) is bijective.
This is Lemma 2.38. !

In the following proposition we consider the full additive subcategory I ⊂ A
of all injectives of an abelian category A. As for an abelian category, K∗(I) can
be defined (cf. Remark 2.14) and is again triangulated.

The composition of the inclusion I ⊂ A with the natural exact functor QA :
K∗(A) !!D∗(A) yields the natural exact functor ι : K∗(I) !!D∗(A).

Proposition 2.40 Suppose that A contains enough injectives, i.e. any object
in A can be embedded into an injective one. Then the natural functor

ι : K+(I) !! D+(A)

is an equivalence.

Proof Let us first check that the functor K+(I) !!D+(A), even without the
hypothesis, is fully faithful. We have to verify two things. Firstly, if a complex
morphism f : I• !! J• of complexes of injectives Ii, Jj is zero in D(A) then f
is homotopic to zero. Secondly, any morphism in D(A) can be completed to a
commutative diagram in K(A)

C•

..*
**

**
**

*
qis

11))
))
))
))

I• !! J•.

Both assertions follow from the two lemmas preceding the proposition. (So, it
is the injectivity of J• that matters for both parts.) Note that there is a sub-
tlety here, as the complex C• might a priori only be cohomologically bounded
below, but of course for A• bounded below the qis C• !!A• factorizes over
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(0 !!Ci/Im(di−1) !!Ci+1 !! . . .) !!A• for i 3 0. (Implicitly, the same
problem appeared in the proof of Proposition 2.30.)

In order to see that the given functor is not only fully faithful but indeed
essentially surjective one applies Proposition 2.35. !

In the course of the proof we have indeed used the assumption that all com-
plexes are bounded below. For the analogous statement replacing injective by
projective, one would have to work in D−(A) for the same reason.

Remark 2.41 Eventually, we will be interested in the bounded derived cat-
egory of coherent sheaves Db(Coh(X)). However, there are reasons that will
oblige us to work with bigger abelian categories and/or with unbounded derived
categories. We add a few more comments about how this comes about.

As in the process of deriving functors one has to work with injective resolutions
and those are almost never bounded, derived functors are often defined in the
bigger categories of unbounded (or only partially bounded) complexes. Only a
posteriori are they then restricted to the smaller categories.

It is not only that we would like to stay in the bounded derived category, but
also have to work with unbounded complexes, we also have to leave the abelian
category Coh(X) we are primarily interested in and work in the bigger ones
Qcoh(X) or even Sh(X). The reason is essentially the same: we want to replace
coherent sheaves by their injective resolutions, but there are almost no coherent
injective sheaves. We will come back to this question, but the reader might
keep in mind for the following discussion the inclusions of abelian categories
Coh(X) ⊂ Qcoh(X) ⊂ Sh(X).

The general context can be set as follows. Consider a full abelian subcategory
A ⊂ B of an abelian category B. Then there are two derived categories D(A)
and D(B) with an obvious exact functor D(A) !!D(B) between them.

One might wonder whether this functor defines an equivalence between D(A)
and the full subcategory of D(B) containing those complexes whose cohomology
is in A. This does not hold, as in general D(A) !!D(B) is neither full nor
faithful. Fortunately, in the geometric situation, e.g. passing from Db(Sh(X))
to Db(Qcoh(X)), things are better behaved, as shown by the next proposition.
Recall that a thick subcategory A of an abelian category B is a full abelian
subcategory such that any extension in B of objects in A is again in A.

Proposition 2.42 Let A ⊂ B be a thick subcategory and suppose that any
A ∈ A can be embedded in an object A′ ∈ A which is injective as an object of B.

Then the natural functor D(A) !!D(B) induces an equivalence

D+(A)
∼

!! D+
A(B)

of D+(A) and the full triangulated subcategory D+
A(B) ⊂ D+(B) of complexes

with cohomology in A.
Analogously, one has Db(A) % Db

A(B).
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Proof The assumption that A is a thick subcategory is clearly necessary in
order to ensure that D+

A(B) is a triangulated subcategory.
The idea of the proof is to replace any complex bounded below in B with

cohomology in A by an injective resolution contained in A. For the proof we
refer to the literature [39, 61]. This is very similar to Proposition 2.35. !

Exercise 2.43 Prove that under the assumption of the proposition D+
A(B) is

indeed a full triangulated subcategory of D+(B).

2.2 Derived functors

Let F : A !! B be an additive functor between abelian categories. If F is not
exact, the image of an acyclic complex in A, i.e. one that becomes trivial in D(A),
is not, in general, acyclic (see Exercise 2.7). Thus, the naive extension of F to
a functor between the derived categories D(A) !!D(B) does not make sense,
except when F is an exact functor. It is straightforward to verify the following
slightly more general lemma. The equivalence of the two conditions uses the cone
construction.

Lemma 2.44 Let F : K∗(A) !!K∗(B) be an exact functor of triangulated
categories. Then F naturally induces a commutative diagram

K∗(A) !!

$$

K∗(B)

$$

D∗(A) !! D∗(B)

if one of the following two conditions holds true.

i) Under F a quasi-isomorphism is mapped to a quasi-isomorphism.
ii) The image of an acyclic complex is again acyclic. !

(Note that in the lemma the functor need not come from a functor between
the abelian categories.) If the functor F : A !! B is not exact (or if F :
K∗(A) !!K∗(B) does not satisfy i) or ii)), a more complicated construction
is needed in order to induce a natural functor between the derived categories.
The new functor, called the derived functor, will not produce a commutative
diagram as in Lemma 2.44, but it has the advantage to encode more information
even when applied to an object in the abelian category. Roughly, it explains why
the original functor fails to be exact.

In order to ensure existence of the derived functor, we will always have
to assume some kind of exactness. For a left exact functor F : A !! B (see
Definition 1.12) one constructs the right derived functor

RF : D+(A) !! D+(B)
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and for a right exact functor F : A !! B one constructs the left derived functor

LF : D−(A) !! D−(B).

Both constructions are completely analogous and we shall discuss only RF . In the
applications, however, there is a difference in that Qcoh(X) for a smooth project-
ive variety (in fact, for any noetherian scheme) always contains enough injectives,
but never enough projectives (well, except if X is a collection of points).

Before explaining the general construction, we provide a list of most of the
left, respectively right exact functors that will be used in the geometric context.
We will come back to this list in Section 3.3. In this section only the abstract
machinery is described.

Examples 2.45 i) Let X be a topological space. Then the global section
functor

Γ(X, ) : Sh(X) !! Ab

is a left exact functor. Similarly, for a scheme X it defines left exact functors
Γ(X, ) : Qcoh(X) !!Ab and Γ(X, ) : Coh(X) !!Ab. If X is a projective
variety over a field k, then this becomes the left exact functor

Γ(X, ) : Coh(X) !! Vecf (k)

into the category of finite-dimensional vector spaces (see [45, II, 5.19]).
ii) Let f : X !! Y be a continuous map. Then the direct image functor f∗ :

Sh(X) !! Sh(Y ) is left exact. Similarly, if f : X !! Y is a morphism of schemes,
then

f∗ : Qcoh(X) !! Qcoh(Y )

is left exact. If f : X !! Y is a proper morphism of noetherian schemes, then
the direct image defines a left exact functor (see [45, III, 8.8])

f∗ : Coh(X) !! Coh(Y ).

This in particular applies to any morphism of projective varieties.
Note that in general, Γ(Y, ) ◦ f∗ = Γ(X, ) and f∗ = Γ(X, ) if f is the

projection onto a point.
iii) Suppose X is a scheme and F ∈ Qcoh(X). Then

Hom(F , ) : Qcoh(X) !! Ab

is left exact. For a coherent sheaf F on a projective variety X over a field k one
has the left exact functor

Hom(F , ) : Coh(X) !! Vecf (k).
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iv) Consider, as before, a quasi-coherent sheaf F on a scheme X. Then the
sheaf of homomorphisms from F defines a left exact functor

Hom(F , ) : Qcoh(X) !! Qcoh(X).

If F is coherent, then Hom(F , ) takes coherent sheaves to coherent ones. Also
note that Γ ◦Hom(F , ) = Hom(F , ).

We leave it to the reader to write down the analogous statements for the
contravariant functors Hom( ,F) and Hom( ,F).

v) Let X be a topological space endowed with a sheaf of commutative rings R.
Consider the abelian category of sheaves of R-modules ShR(X). If F ∈ ShR(X),
then

F ⊗R ( ) : ShR(X) !! ShR(X)

is a right exact functor.
vi) Let f : X !! Y be a continuous map. Then the inverse image defines an

exact functor

f−1 : Sh(Y ) !! Sh(X) and f−1 : ShR(Y ) !! Shf−1R(X),

where R is any sheaf of rings on Y .
If f : X !! Y is a morphism of schemes, one defines

f∗ := (OX ⊗f−1OY
) ◦ f−1 : Qcoh(Y ) !! Qcoh(X).

This is a right exact functor, as it is the composition of the exact functor
f−1 : ShOY (Y ) !! Shf−1OY

(X) and the right exact functor OX ⊗f−1OY
( ) :

Shf−1OY
(X) !! ShOX (X). (To be very precise, the latter takes a priori values

in Shf−1OY
(X), but the tensor product OX ⊗f−1OY

F comes with a natural
OX -module structure.)

Clearly, the inverse image in this sense maps a coherent sheaf to a coherent
sheaf, i.e.

f∗ : Coh(Y ) !! Coh(X).

To conclude, we recall that f∗ ( f∗. Due to the general fact (see Remark 1.16),
this shows once more that f∗ and f∗ are right, respectively left exact.

Now, back to the abstract setting. We let F : A !! B be a left exact functor
of abelian categories. Furthermore, we assume that A contains enough inject-
ives. In particular, we will use the equivalence ι : K+(IA) !!D+(A) naturally
induced by the functor QA : K+(A) !!D+(A) (see Proposition 2.40). By ι−1

we denote a quasi-inverse of ι given by choosing a complex of injective objects
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quasi-isomorphic to any given complex that is bounded below. Thus, we have
the diagram

K+(IA)

ι

661
11

11
11

11
11

! " !! K+(A)
K(F )

!!

QA

$$

K+(B)

QB

$$

D+(A)
ι−1

77

D+(B).

Here, K(F ) is the functor that maps (. . . !!Ai−1 !!Ai !!Ai+1 !! . . .)
to (. . . !! F (Ai−1) !! F (Ai) !! F (Ai+1) !! . . .) which is well-defined for the
homotopy categories.

Definition 2.46 The right derived functor of F is the functor

RF := QB ◦K(F ) ◦ ι−1 : D+(A) !! D+(B).

Let us list some of the main properties of the right derived functor:

Proposition 2.47 i) There exists a natural morphism of functors

QB ◦K(F ) !! RF ◦QA.

ii) The right derived functor RF : D+(A) !!D+(B) is an exact functor of
triangulated categories.

iii) Suppose G : D+(A) !!D+(B) is an exact functor. Then any functor
morphism QB ◦K(F ) !!G ◦QA factorizes through a unique functor morphism
RF !!G.

Proof i) Let A• ∈ D+(A) and I• := ι−1(A•). The natural transformation
id !! ι ◦ ι−1 yields a functorial morphism A• !! I• in D+(A), which itself
is given by some roof A•

qis
88 C• !! I•. Using the injectivity of Ii yields a

unique morphism A• !! I• in K(A) (see Lemma 2.38), which, moreover, is
independent of the choice of C•. Altogether, one obtains a functorial morphism
K(F )(A•) !!K(F )(I•) = RF (A•).

ii) The category K+(IA) is triangulated and ι : K+(IA) !!D+(A) is clearly
exact. Thus, also the inverse functor ι is exact (cf. Proposition 1.41). Hence, RF
is the composition of three exact functors and, therefore, itself exact.

iii) See [39, III.6.11]. !

These properties determine the right derived functor RF of a left exact functor
F up to unique isomorphism.
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Definition 2.48 Let RF : D+(A) !!D+(B) be the right derived functor of a
left exact functor F : A !! B. Then for any complex A• ∈ D+(A) one defines:

RiF (A•) := Hi(RF (A•)) ∈ B.

Remark 2.49 The induced additive functors

RiF : A !! B

are the higher derived functors of F .
Note that RiF (A) = 0 for i < 0 and R0F (A) % F (A) for any A ∈ A. Indeed, if

A !! I0 !! I1 !! . . .

is an injective resolution, then RiF (A) = Hi(. . . !! F (I0) !! F (I1) !! . . .)
and, in particular,

R0F (A) = Ker(F (I0) !! F (I1)) = F (A),

as F is left exact.
An object A ∈ A is called F -acyclic if RiF (A) % 0 for i .= 0.

Corollary 2.50 Under the above assumptions any short exact sequence

0 !! A !! B !! C !! 0

in the abelian category A gives rise to a long exact sequence

0 !! F (A) !! F (B) !! F (C) !! R1F (A) !! . . .

. . . !! RiF (B) !! RiF (C) !! Ri+1F (A) !! . . .

Proof According to Exercise 2.27, any short exact sequence in A gives rise
to a distinguished triangle A !!B !!C !!A[1] and hence to a distinguished
triangle RF (A) !!RF (B) !!RF (C) !!RF (A)[1]. One concludes by using
Exercise 2.28. !

Remark 2.51 Going through the above arguments, one finds that our hypo-
thesis can be weakened. This remark explains two possible and useful ways to
do so. Firstly, the functor might only be given between the homotopy categories
(and not between the abelian categories) and, secondly, we might have to work
with abelian categories which do not contain enough injectives.

• Let us give the most general statement right away (see [44, II, 5.1]): Suppose
A and B are abelian categories and

F : K+(A) !! K(B)
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is an exact functor (recall that both categories are triangulated). Then the right
derived functor

RF : D+(A) !! D(B)

satisfying i)–iii) of Proposition 2.47 exists whenever there exists a triangulated
subcategory KF ⊂ K+(A) which is adapted to F , i.e. which satisfies the following
two conditions:

i) If A• ∈ KF is acyclic, i.e. Hi(A•) = 0 for any i, then F (A•) is acyclic.
ii) Any A• ∈ K+(A) is quasi-isomorphic to a complex in KF .

We will need this more general statement, e.g. in order to define the derived
functor RHom•(A•, B•) or, for a more geometrical example, the left derived
functor of the tensor product of two sheaves. In the first case, we start out with
a functor that only lives on the level of complexes and in the latter we have to
deal with the fact that the category of sheaves over a ring in general does not
contain enough projectives.

• If the functor F is given on the level of the abelian categories, but find-
ing enough injectives is problematic (or simply impossible), then the following
approach towards the derived functor, as a special case of the general one above,
often works. See [39, III.6].

Suppose F : A !! B is a left exact functor. In this situation one defines ‘adap-
ted’ already on the level of the abelian categories. A class of objects IF ⊂ A
stable under finite sums is F -adapted if the following conditions hold true:

i) If A• ∈ K+(A) is acyclic with Ai ∈ IF for all i, then F (A•) is acyclic.
ii) Any object in A can be embedded into an object of IF .

Under these conditions, the localization of K+(IF ) by quasi-isomorphisms
between complexes with objects in IF is equivalent to D+(A). This is due to
ii). Condition i) ensures that the image under F of a quasi-isomorphism of com-
plexes in IF is again a quasi-isomorphism. Hence, we may define K(F ) on the
localization of K+(IF ) (cf. Lemma 2.44). The right derived functor RF of F is
then defined in the same way by using these two facts.

Note that if A contains enough injectives, then the class of injective objects
IA is F -adapted for any left exact functor F . In this case, we may enlarge IA
by all F -acyclic objects, i.e. by those objects A ∈ A with RiF (A) = 0 for i .= 0.
This yields a larger adapted class for F .

Exercise 2.52 Let IF be an F -adapted class, e.g. the class IA of all injective
objects in an abelian category with enough injectives. Show that enlarging IF

by all F -acyclic ones yields again an F -adapted class. Use Corollary 2.50.

Exercise 2.53 Let IF be an adapted class for a left exact functor F : A !! B.
Show that RiF (A) = 0 for all i .= 0 and all A ∈ IF .

Exercise 2.54 Suppose we know that the right derived functor RF exists. Let
A• be a complex of F -acyclic objects. Show that RF (A•) % K(F )(A•).
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In other words, in order to compute RF (A•) of an arbitrary complex A• it
suffices to find a qis A• % I• ∈ K+(A) such that all Ii are F -acyclic. Then
RF (A•) % K(F )(I•).

Exercise 2.55 Write down the conditions on a class of objects to be adapted
to a right exact functor. (This actually is the situation one needs to consider for
the tensor product.)

In Section 3.1 we will study in detail a number of derived functors in the
geometric setting, e.g. higher direct images. Here, we shall stay in the general
situation and only consider the covariant functor Hom(A, ) : A !!Ab for
an arbitrary object A ∈ A and its contravariant relative Hom( , A). Clearly,
Hom(A, ) is left exact and if A contains enough injectives, one defines

Exti(A, ) := Hi ◦RHom(A, ).

It turns out that these Ext-groups can be interpreted purely in terms of certain
homomorphism groups within the derived category:

Proposition 2.56 Suppose A, B ∈ A are objects of an abelian category
containing enough injectives. Then there are natural isomorphisms

Exti
A(A, B) % HomD(A)(A, B[i]),

where A and B are considered as complexes concentrated in degree zero.

Proof Suppose

B !! I0 !! I1 !! . . .

is an injective resolution of B. By construction, RHom(A, B) as an object of
the derived category D+(Ab) is isomorphic to the complex (Hom(A, Ii))i∈N.
Therefore, Exti(A, B) is the cohomology of this complex.

A morphism f ∈ Hom(A, Ii) is a cycle, i.e. it is contained in the kernel of
Hom(A, Ii) !!Hom(A, Ii+1), if and only if f defines a morphism of complexes
f : A !! I•[i]. This morphism of complexes is homotopically trivial if and only
if f is a boundary, i.e. in the image of Hom(A, Ii−1) !!Hom(A, Ii).

Hence, Exti(A, B) % HomK(A)(A, I•[i]). Since I• is a complex of injectives, we
have HomK(A)(A, I•[i]) = HomD(A)(A, I•[i]) (see Lemma 2.39). Using B % I•

as objects of D+(A), this proves the assertion. !

Remarks 2.57 i) The above arguments can easily be generalized to a descrip-
tion of Exti

A(A•, B•). Suppose A• ∈ Kom(A). Then, the exact functor

Hom•(A•, ) : K+(A) !! K(Ab)

associates to a complex B• the inner hom Hom•(A•, B•).
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By definition Hom•(A•, B•) is the complex with

Homi(A•, B•) :=
⊕

Hom(Ak, Bk+i) and d(f) := dB ◦ f − (−1)if ◦ dA.

The full triangulated subcategory of complexes of injectives is adapted to this
functor (always under the assumption that A has enough injectives) and we may
define

RHom•(A•, ) : D+(A) !! D(Ab)

(see Remark 2.51). Then set

Exti(A•, B•) := Hi(RHom•(A•, B•)).

The arguments to prove Proposition 2.56 can be adapted to this more general
situation. One obtains natural isomorphisms

Exti(A•, B•) % HomD(A)(A•, B•[i]). (2.2)

ii) It is noteworthy, that by (2.2) these Ext-groups only depend on A• as
an element of the derived category. Indeed, if A•

1
!!A•

2 is a qis, then the
induced morphism RHom•(A•

2, B
•) !!RHom•(A•

1, B
•) yields isomorphisms on

the cohomology and is therefore an isomorphism in D(Ab). Hence, by the prin-
ciple applied already in Lemma 2.44 the functor RHom•( , B•) descends to the
derived category and we have thus defined a bifunctor

D(A)op ×D+(A) !! D(Ab),

which is exact in each variable. (Alternatively, it suffices to check that for an
acyclic complex A• the complex RHom•(A•, B•) is acyclic which follows directly
from (2.2).)

iii) Suppose that A is a category with enough projective objects. Then one
defines for any complex B• ∈ Kom(A) the right derived functor of the left exact
functor Hom( , B•) : K−(A)op !!K(Ab). This yields the exact functor

RHom•( , B•) : D−(A)op !! D(Ab).

Using similar arguments as in ii), one finds that it only depends on B• as an
object in the derived category and thus defines again a bifunctor which is exact
in the two variables

D−(A)op ×D(A) !! D(Ab).

If A has enough projectives and enough injectives, then the two bifunctors in
ii) and iii) give rise to the same bifunctor (cf. [44, I, 6.3])

RHom•( , ) : D−(A)op ×D+(A) !! D(Ab).
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That the cohomology of both yields the same, follows from the above
remarks.

Also note that in a category A with enough injectives, but possibly not enough
projectives, due to ii) the derived functor RHom•( , B•) : D−(A)op !!D(Ab)
nevertheless exists if B• is bounded below.

iv) Composition in the derived category naturally leads to composition for
Ext-groups:

Exti(A•, B•)× Extj(B•, C•) !! Exti+j(A•, C•),

where we assume for simplicity A•, B•, C• ∈ D+(A).
Indeed, elements in

Exti(A•, B•) % HomD(A)(A•, B•[i])

and

Extj(B•, C•) % HomD(A)(B•, C•[j]) = HomD(A)(B•[i], C•[i + j])

can be composed to elements in Exti+j(A•, C•) % HomD(A)(A•, C•[i + j]).

Proposition 2.58 Let F1 : A !! B and F2 : B !! C be two left exact functors
of abelian categories. Assume that there exist adapted classes IF1 ⊂ A and IF2 ⊂
B for F1, respectively F2 such that F1(IF1) ⊂ IF2 .

Then the derived functors RF1 : D+(A) !!D+(B), RF2 : D+(B) !!D+(C),
and R(F2 ◦ F1) : D+(A) !!D+(C) exist and there is a natural isomorphism

R(F2 ◦ F1) % RF2 ◦RF1.

Proof The existence of RF1 and RF2 follows from the assumptions. Moreover,
since F1(IF1) ⊂ IF2 , the class IF1 is also adapted to the composition F2 ◦ F1
and, hence, R(F2 ◦ F1) exists as well.

A natural morphism R(F2 ◦ F1) !!RF2 ◦ RF1 is given by the universality
property of the derived functor R(F2 ◦ F1).

If A• ∈ D+(A) is isomorphic to a complex I• ∈ K+(IF1), then this morphism

R(F2 ◦ F1)(A•) !! R(F2)((RF1)(A•))
% (K(F2) ◦K(F1))(I•) % R(F2)(K(F1)(I•))

% K(F2)(K(F1)(I•))

is an isomorphism. !

Remarks 2.59 i) Suppose that A and B both contain enough injectives. Then
the assumption of the proposition is satisfied if F1(IA) ⊂ IB, but this might be
difficult to verify. We might, however, enlarge IB by all F2-acyclic objects in B,
i.e. by objects B with RiF2(B) = 0 for i .= 0. This yields a new adapted class IF2

(see Exercise 2.52) and we then only have to show that for any injective object
I ∈ IA ⊂ A the image F1(I) ∈ B is F2-acyclic. The proposition is often applied
in this form.



52 Derived categories: a quick tour

ii) The result also holds true for the derived functors of exact functors
between the homotopy categories. In this case, one starts with exact functors
F1 : K+(A) !!K+(B) and F2 : K+(B) !!K(C), for which one assumes the
existence of adapted triangulated subcategories KF1 ⊂ K+(A) and KF2 ⊂ K+(B)
such that F1(KF1) ⊂ KF2 .

2.3 Spectral sequences

In this short section we will explain how spectral sequences occur whenever two
derived functors are composed. We will not enter the very technical details of
this machinery, but hope to provide at least the amount necessary to follow the
applications in the later sections.

The main data of a spectral sequence in an abelian category A is a collection
of objects

(Ep,q
r , En), n, p, q, r ∈ Z, r ≥ 1,

and morphisms

dp,q
r : Ep,q

r
!! Ep+r,q−r+1

r

subject to the following conditions.

i) dp+r,q−r+1
r ◦ dp,q

r = 0 for all p, q, r, which thus yields a complex
Ep+•r,q−•r+•

r .
ii) There are isomorphisms

Ep,q
r+1 % H0(Ep+•r,q−•r+•

r )

which are part of the data.
iii) For any (p, q) there exists an r0 such that dp,q

r = dp−r,q+r−1
r = 0 for r ≥ r0.

In particular, Ep,q
r % Ep,q

r0
for all r ≥ r0. This object is called Ep,q

∞ .
iv) There is a decreasing filtration

. . . F p+1En ⊂ F pEn ⊂ . . . ⊂ En,

such that
⋂

F pEn = 0 and
⋃

F pEn = En,

and isomorphisms

Ep,q
∞ % F pEp+q/F p+1Ep+q.

So, in some sense the objects Ep,q
r converge towards subquotients of a certain

filtration of En. Usually, all the objects of one layer, say Ep,q
r with r fixed, are

explicitly given. Then one writes
Ep,q

r ⇒ Ep+q.

(In the definition of the spectral sequence, we may as well just require the terms
Ep,q

r be given only for r ≥ m for some m. The information is just the same. In
fact, in the applications the spectral sequences are often given for r ≥ 2.)
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It may help to visualize these data as follows. For r = 1 one has the following
system of horizontal complexes:

q

Ep−2,q+1
1

!! Ep−1,q+1
1

!! Ep,q+1
1

!! Ep+1,q+1
1

. . .

Ep−2,q
1

!! Ep−1,q
1

!! Ep,q
1

!! Ep+1,q
1

. . .

Ep−2,q−1
1

!! Ep−1,q−1
1

!! Ep,q−1
1

!! Ep+1,q−1
1

. . .

''

!! p

For r = 2 it looks like this:

q

Ep−2,q+1
2

33,,,
,,,,

,,,,
,,,,

,,,,
, Ep−1,q+1

2

33,,,
,,,,

,,,,
,,,,

,,,
Ep,q+1

2

**22
222

222
222

222
222

22
Ep+1,q+1

2
. . .

Ep−2,q
2

33,,,
,,,,

,,,,
,,,,

,,,,
, Ep−1,q

2

33,,,
,,,,

,,,,
,,,,

,,,
Ep,q

2

**22
222

222
222

222
222

222
Ep+1,q

2
. . .

Ep−2,q−1
2 Ep−1,q−1

2 Ep,q−1
2 Ep+1,q−1

2
. . .

''

!! p

Remark 2.60 In most of the applications one does not go beyond E2 or E3.
In the easiest situation the argument will go like this: For some reason one knows
that all differentials on the E2-level are trivial. Hence, En admits a filtration the
subquotients of which are isomorphic to Ep,n−p

2 . E.g. if the objects are all vector
spaces, then this yields a non-canonical isomorphism En =

⊕
Ep,n−p

2 .
Sometimes, one just knows the vanishing of dp,q

r and dp−r,q+r−1
r for some (p, q)

(e.g. for the simple reason that all Ep+r,q−r+1
r are trivial). In this case, the

non-vanishing Ep,q
2 .= 0 implies Ep+q .= 0.
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The standard source for spectral sequences are ‘nice’ filtrations on complexes.
Such ‘nice’ filtrations occur naturally on the total complex of a double complex
concentrated in, e.g. the first quadrant. We briefly sketch this part of the theory.

Definition 2.61 A double complex K•,• consists of objects Ki,j for i, j ∈ Z
and morphisms

di,j
I : Ki,j !! Ki+1,j and di,j

II : Ki,j !! Ki,j+1

satisfying

d2
I = d2

II = dIdII + dIIdI = 0.

The total complex K• := tot(K•,•) of a double complex K•,• is the complex
Kn =

⊕
i+j=n Ki,j with d = dI + dII .

In particular, Ki,• and K•,j form complexes for all i, j

Examples 2.62 The complex Hom•(A•, B•) is the total complex of the nat-
ural double complex Ki,j := Hom(A−i, Bj) endowed with the two differentials
dI = (−1)j−i+1dA and dII = dB . There is absolutely no guarantee for the signs
here. One finds all kinds of sign conventions in the literature, in the definition
of a double complex, as well as in the construction of its total complex, and
in the definition of Hom•( , ). Mostly, the differences in the signs are of no
importance, but getting it coherent is troublesome.

On the total complex K• of a double complex K•,• there exists a natural
decreasing filtration (in fact, there are two natural ones due to the symmetry of
the situation):

F ,Kn :=
⊕

j≥,
Kn−j,j , (2.3)

which satisfies dI(F ,Kn) ⊂ F ,(Kn+1).
This lends itself to the following generalization.

Definition 2.63 A filtered complex is a complex K• together with a decrea-
sing filtration . . . F ,Kn ⊂ F ,−1Kn ⊂ . . . ⊂ Kn for all the objects Kn such that
dn(F ,Kn) ⊂ F ,Kn+1.



Spectral sequences 55

. . . !! Kn−1 !! Kn !! Kn+1 !! . . .

. . . !! F ,(Kn−1)
$!

''

!! F ,(Kn) !!

$!

''

F ,(Kn+1)
$!

''

!! . . .

. . . !! F ,+1(Kn−1)
$!

''

!! F ,+1(Kn)
$!

''

!! F ,+1(Kn+1)
$!

''

!! . . .

Back to the case of the total complex of a double complex. Clearly, the graded
objects gr,Kn = F ,Kn/(F ,+1Kn) = Kn−,,, form the complex K•,,[−)] (up to
the global sign (−1),). Hence, Hk(gr,(K•)) = Hk−,(K•,,) and the cohomology
of this complex (with respect to the surviving dII) yields H,II(H

k−,
I (K•,•)).

Assuming an additional finiteness condition, any filtered complex gives rise to
a spectral sequence. More precisely, one has to assume that for each n there exist
)+(n) and )−(n) with F ,Kn = 0 for ) ≥ )+(n) and F ,Kn = Kn for ) ≤ )−(n).

In the situation of the double complex this translates to:

Proposition 2.64 Suppose K•,• is a double complex such that for any n one
has Kn−,,, = 0 for |)|4 0. Then the filtration (2.3) naturally induces a spectral
sequence

Ep,q
2 = Hp

IIH
q
I (K•,•)⇒ Hp+q(K•). (2.4)

Remark 2.65 As mentioned, the proposition works more generally for filtered
complexes. Moreover, it actually yields an E1-spectral sequence

Ep,q
1 = Hp+q(F pK•/F p+1K•).

In case of a double complex as above, this reads

Ep,q
1 = Hp+q(K•,p[−p]) = Hq(K•,p)⇒ Hp+q(K•).

The construction of the spectral sequence is explicit, but the verifications,
although in principle elementary, are cumbersome. Let us just describe the
objects Ep,q

r and the filtration of the limit En. First, one introduces

Zp,q
r := d−1(F p+rKp+q+1) ∩ (F pKp+q)

and then sets

Ep,q
r := Zp,q

r /
(
Zp+1,q−1

r−1 + dZp−r+1,q+r−2
r−1

)
.

Eventually, F pHn(K•) := Im
(
Hn(F pK•) !!Hn(K•)

)
.
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The general fact is crucial for the proof of the next proposition, which is often
applied to the derived functors of functors between abelian categories and an
object A ∈ A. The following more general form turns out to be useful as well.

Proposition 2.66 Let F1 : K+(A) !!K+(B) and F2 : K+(B) !!K(C) be two
exact functors. Suppose that A and B contain enough injectives and that the
image under F1 of a complex I• with Ii ∈ IA is contained in an F2-adapted
triangulated subcategory KF2 .

Then for any complex A• ∈ D+(A) there exists a spectral sequence

Ep,q
2 = RpF2(RqF1(A•))⇒ En = Rn(F2 ◦ F1)(A•). (2.5)

Surprisingly, this is even interesting in the case that F1 is the identity. For any
left exact functor F the spectral sequence (2.5) then reads

Ep,q
2 = RpF (Hq(A•))⇒ Rp+qF (A•). (2.6)

The special case (2.6) is the key to the general result: Suppose A• ∈ D+(A)
is isomorphic to a complex I• ∈ K+(IF1). Then RF1(A•) % F1(I•) and

RpF2(RqF1(A•)) % RpF2(Hq(F1(I•))).

On the other hand,

Rn(F2 ◦ F1)(A•) % Hn(R(F2 ◦ F1)(A•)) % Hn(RF2(RF1(A•)))

% Hn(RF2(F1(I•))) % RnF2(F1(I•)).

Thus, it suffices to prove (2.6) for which we will have to write down the appro-
priate double complex. This double complex is provided by the Cartan–Eilenberg
resolution of A•.

The Cartan–Eilenberg resolution is a double complex C•,• together with a
morphism A• !!C•,0 such that:

i) Ci,j = 0 for j < 0.
ii) The sequences

Ai !! Ci,0 !! Ci,1 !! . . .

are injective resolutions of Ai inducing injective resolutions of Ker(di
A),

Im(di
A), and Hi(A•).

iii) The sequences C•,j are split for all j, i.e. all short exact sequences

0 !! Kerdi,j
I

!! Ci,j !! Im(di,j
I ) !! 0

split.

A Cartan–Eilenberg resolution exists whenever the abelian category contains
enough injectives (see [39, III.7]).

In our situation, we use the Cartan–Eilenberg resolution C•,• of A• to define
the double complex K•,• by Ki,j := F (Ci,j). Then Hq

I (K•,,) = FHq
I (C•,,),
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because of iii). As Hq
I (C•,,) for fixed q and running ) defines an injective

resolution of Hq(A•) (see ii)), we obtain

Hp
IIH

q
I (K•,•) = RpF (Hq(A•)).

The limit in the spectral sequence (2.4) is

Hp+q(tot(K•,•)) = Hp+q(F (tot(C•,•))) ∗= Hp+q(RF (A•))

= Rp+qF (A•),

where in (∗) we use the general fact that if C•,• is a double complex satisfying
i) and such that there exists a complex morphism A• !!C•,0 inducing resolu-
tions Ai !!Ci,0 !!Ci,1 !! . . ., then the induced morphism A• !! tot(C•,•) is
a quasi-isomorphism.

Note that the finiteness assumption needed to ensure the convergence is satis-
fied due to our assumption that A• ∈ K+(A).

Remark 2.67 One also has a spectral sequence

Ep,q
1 = RqF (Ap)⇒ Rp+qF (A•),

which sometimes is very useful. This is a consequence of Remark 2.65, but with
respect to the other filtration of the image under F of the Cartan–Eilenberg
resolution C•,• of A•. Indeed, if Kp,q = F (Cp,q), then

Hq(Kp,•) = Hq(F (Cp,•)) = RqF (Ap).

In the geometric context we will often make use of the facts that shall be
explained next. The reason behind this is that the derived category of complexes
bounded from below very convenient for the definition of various derived functors,
but slightly too big for other purposes.

Corollary 2.68 Suppose F : K+(A) !!K+(B) is an exact functor which
admits a right derived functor RF : D+(A) !!D+(B) and assume that A has
enough injectives.

i) Suppose C ⊂ B is a thick subcategory with RiF (A) ∈ C for all A ∈ A and that
there exists n ∈ Z with RiF (A) = 0 for i < n and all A ∈ A. Then RF takes
values in D+

C (B), i.e.

RF : D+(A) !! D+
C (B).

ii) If RF (A) ∈ Db(B) for any object A ∈ A, then RF (A•) ∈ Db(B) for any
complex A• ∈ Db(A), i.e. RF induces an exact functor

RF : Db(A) !! Db(B).

Proof Both assertions follow immediately from the spectral sequence Ep,q
2 =

RpF (Hq(A•))⇒ Rp+qF (A•). !
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Remark 2.69 i) In many cases, the category D+
C (B) is equivalent to the

derived category D+(C). See Proposition 2.42.
ii) The assumption that there exist enough injectives can be weakened. In fact,

assertion ii) holds true whenever the derived functor exists, but the spectral
sequence cannot be applied directly, as it had been constructed in terms of a
Cartan–Eilenberg resolution.

For example, let A• ∈ Db(A) be a bounded complex with Ai = 0 for i > n.
Choose a quasi-isomorphism A• !! I• with F -acyclic objects Ii. Then,

A := Ker(dn
I ) !! In !! In+1 !! In+2 !! . . .

is an F -acyclic resolution of A ∈ A. Thus, F (Ii−1) !! F (Ii) !! F (Ii+1) is exact
for i 4 0, for RiF (A) = 0 for i 4 0 by assumption. Hence, RiF (A•) = 0 for
i4 0 and, therefore, RF (A•) ∈ Db(B).

Examples 2.70 i) Let A•, B• ∈ D(A) with B• bounded below and suppose
that A has enough injectives. Then there exists a spectral sequence

Ep,q
2 = HomD(A)(A•, Hq(B•)[p])⇒ HomD(A)(A•, B•[p + q]). (2.7)

Here we use (2.2) for the identification

RpHom•(A•, Hq(B•)) % Extp(A•, Hq(B•)) % HomD(A)(A•, Hq(B•)[p]).

ii) Similarly, if A contains enough projectives, such that we can compute
RpHom(A•, B•) for A• bounded above as the right derived functor of the con-
travariant functor Hom•( , B•) : K−(A)op !!K(Ab), then we can use the
spectral sequence

Ep,q
2 = HomD(A)(H−q(A•), B•[p])⇒ HomD(A)(A•, B•[p + q]). (2.8)

In fact, we will use this spectral sequence also in the case when A only has
enough injectives. Then we have to assume that B• is bounded below. In this
case we cannot apply Proposition 2.66 directly, but a similar argument via a
double complex yields the result.

More precisely, one argues as follows. Suppose A• ∈ K−(A) and B• ∈ K+(A).
Since we assume that A has enough injectives, there exists a qis B• !! I• ∈
K+(A) with all Ii injective. Then, following Example 2.62 we form the double
complex Ki,j := Hom(A−i, Ij) with differentials dI = (−1)j−i+1dA and dII =
dB . With the notation introduced above, we find that the complex (gr,K•, dI)
is just Hom(A•, I,)[−)].

Since I, is injective, the functor Hom( , I,) is exact and thus commutes with
cohomology. Hence, Hk(Hom(A•, I,)[−)]) = Hom(H,−k(A•), I,). Therefore,

Hp
IIH

q
I (K•,•) = Hp(Hom(H−q(A•), I•) = Extp(H−q(A•), B•).

The finiteness condition on the filtration needed for the convergence of the
spectral sequence is provided by the boundedness assumption on A• and B•.



Spectral sequences 59

Eventually, the limit of the spectral sequence is identified as Hn(tot(K•,•)) =
Hn(Hom•(A•, I•)) % Extn(A•, B•).

Exercise 2.71 Assume the spectral sequences (2.7) and (2.8) exist. Suppose
A•, B• ∈ Db(A) with Hi(A•) = 0 for i > 0 and Hi(B•) = 0 for i ≤ 0. Prove
Hom(A•, B•) = 0.

We conclude with a discussion of ‘ample sequences’ in abelian categories. Geo-
metrically, as the name suggests, this concept is realized by powers of an ample
line bundle on a projective variety. This will be explained in Section 3.2. Thus,
the abelian category we have in mind is Coh(X).

Any ample sequence in an abelian category turns out to be a spanning class
in the associated derived category. So, in spirit the main result, Proposition
2.73, belongs in Section 1.3, but as ampleness of sequences makes sense only for
abelian categories and their derived categories, it is included here. You may skip
this part and come back to it when proving Proposition 3.18.

Definition 2.72 A sequence of objects Li ∈ A, i ∈ Z, in a k-linear abelian
category A is called ample if for any object A ∈ A there exists an integer i0(A)
such that for i < i0(A) the following conditions are satisfied:

i) The natural morphism Hom(Li, A)⊗k Li
!!A is surjective.

ii) If j .= 0, then Hom(Li, A[j]) = 0.
iii) Hom(A, Li) = 0.

In order to define the tensor product V ⊗k L (where V is a vector space and
L ∈ A) as an object in A properly, we either have to assume that V is finite-
dimensional or that infinite direct sums exist in A. Later, our category A will
be Coh(X) of a projective variety over a field k and hence all Hom(Li, A) are
indeed finite-dimensional.

Proposition 2.73 Let Li, i ∈ Z be an ample sequence in a k-linear abelian
category A of finite homological dimension. Then, considered as objects in the
derived category Db(A), the Li span Db(A).

Before giving the proof let us first recall what it means to be of finite homo-
logical dimension. If A has enough injectives, then it means that there exists an
integer ) such that Exti(A, B) = 0 for all A, B ∈ A and all i > ). If we don’t
want to assume or don’t want to use the existence of enough injectives, we can
simply require that HomD(A)(A, B[i]) = 0 for all A, B ∈ A viewed as objects in
the derived category D(A) and all i > ). That the two definitions are equivalent
follows from Proposition 2.56.

If A has finite homological dimension, then for a fixed bounded complex A•

there exists i0(A•) such that Hom(A•, B[i]) = 0 for all i > i0(A•) and all
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B ∈ A. A quick way to see this is by applying the spectral sequence (under
the assumptions of enough injectives or any other ensuring its existence):

Ep,q
2 = Hom(H−q(A•), B[p])⇒ Hom(A•, B[p + q]).

The Ep,q
2 -term is trivial for p > ). Hence, Hom(A•, B[i]) = 0 for i > i0(A•) :=

)+ max{m | H−m(A•) .= 0}.
(An elementary proof, i.e. one avoiding the spectral sequence, is also available.

It eventually is enough to show that there are no complex morphisms B• !!B[i]
for i > i0(A•) for any complex B• with the same cohomology as A•. Splitting
the complex B• in short exact sequences yields the result. We leave the details
of this argument to the reader.)

Proof The proof of the proposition consists of two steps proving the two condi-
tions i) and ii) in Definition 1.47. (In fact, one proves a slightly stronger version of
both. See Remark 2.75.) Only in the proof of i) do we need the extra assumption
on the homological dimension.

i) Let A• ∈ Db(A) such that Hom(Li, A•[j]) = 0 for all i and all j. Suppose
A• is non-trivial. Thus, we may assume that A• is of the form

. . . !! 0 !! An !! An+1 !! . . .

with Hn(A•) .= 0 (cf. Exercise 2.31).
Hence, Hom(Li, Hn(A•)) ! " !! Hom(Li, A•[n]) = 0 for all i. On the other

hand, by condition i) of Definition 2.72, the evaluation map

Hom(Li, Hn(A•))⊗ Li
!! !! Hn(A•)

is surjective for i < i0(Hn(A•)). This yields a contradiction and, hence, A• % 0.
ii) Let A• ∈ Db(A) such that Hom(A•, Li[j]) = 0 for all i and all j. If Serre

duality is available (e.g. if A = Coh(X) with X smooth projective, see Theorem
3.12), then this case can be reduced to the preceding discussion and we obtain
immediately A• % 0.

If not, the argument is slightly more involved and runs as follows. We may
assume that A• is a bounded complex of the form !!An−1 !!An !! 0 !! . . .
with Hn(A•) .= 0. The ampleness of {Li} allows us to construct a surjection

Hom(Li, Hn(A•))⊗ Li
!! !! Hn(A•)

for any i < i0(Hn(A•)). Its kernel will be called B1. Since Hom(A•, Li) = 0, the
long exact sequence induced by

0 !! B1 !! Hom(Li, Hn(A•))⊗ Li
!! Hn(A•) !! 0

yields an injection Hom(A•, Hn(A•)) ! " !! Hom(A•, B1[1]), for its kernel is a
quotient of

Hom(A•,Hom(Li, H
n(A•))⊗ Li) = Hom(Li, H

n(A•))⊗Hom(A•, Li) = 0.
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Then one continues to proceed with B1 in the same way, i.e. one finds a
surjection Hom(Li, B1) ⊗ Li

!!B1 and denotes its kernel by B2. (One might
have to pass to an even smaller i.) As before, the induced long exact cohomology
sequence yields an injection

Hom(A•, B1[1]) ! " !! Hom(A•, B2[2]),

because Hom(A•, Li[j]) = 0. Thus, recursively we obtain nested inclusions

Hom(A•, Hn(A•)) ! " !! Hom(A•, B1[1]) ! " !! Hom(A•, B2[2]) ! " !! . . .

Since there exists a non-trivial morphism A• !!Hn(A•), we obtain in this way
for all j > 0 an object Bj ∈ A with Hom(A•, Bj [j]) .= 0. This contradicts the
assumption on the homological dimension of A and its consequences explained
above. !

Exercise 2.74 Go through the above proof again and show that we have actu-
ally only used condition i) in Definition 2.72. (The other ones will play their rôle
in Chapter 4.)

Remark 2.75 The above proof shows slightly more. Namely, if for a given
complex A• and all i 3 0 (depending on A•) one has Hom(A•, Li[j]) = 0 for
all j, then A• % 0. Similarly, for the vanishing of Hom(Li[j], A•).
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DERIVED CATEGORIES OF COHERENT SHEAVES

This chapter applies the general machinery of the last one to derived categories
of sheaves on a scheme or a smooth projective variety. Most of the material is
standard (Serre duality, higher direct images, etc.) but a few more recent results
are blended in to prepare the stage for the sequel, e.g. we will prove a few results
ensuring that the categories in question are accessible by the methods discussed
in Chapter 1.

Section 3.1 introduces the category we are primarily interested in, the derived
category of the abelian category of coherent sheaves. As an injective sheaf is
almost never coherent, quasi-coherent sheaves cannot be avoided. The section
contains first structure results, in particular for curves. Serre duality, a topic
that will be taken up in greater generality in Section 3.4, will be stated in its
derived version.

In Section 3.2 we prove that the structure sheaves of closed points and the
powers of an ample line bundle provide examples of spanning classes.

All kinds of derived functors, important in the geometric context, are intro-
duced and discussed in Section 3.3. Useful technical results, mostly concerning
the various compatibilities between them, are stated and partially proven.

3.1 Basic structure

The derived category of coherent sheaves enters the stage. We show that it is
indecomposable if and only if the scheme is connected. A derived version of Serre
duality (see Theorem 3.12) is stated and used to show that on a curve objects
in the derived category can always be written as direct sums of shifted sheaves
(see Corollary 3.15).

The category we are primarily interested in is the category of coherent sheaves
on a projective variety or, more generally, a (noetherian) scheme:

Definition 3.1 Let X be a scheme. Its derived category Db(X) is by definition
the bounded derived category of the abelian category Coh(X), i.e.

Db(X) := Db(Coh(X)).

Definition 3.2 Two schemes X and Y defined over a field k are called derived
equivalent (or, simply, D-equivalent) if there exists a k-linear exact equivalence
Db(X) % Db(Y ).

Similarly, one introduces D(X), D+(X), and D−(X), but the hero of this
course is the bounded derived category Db(X). Unfortunately, the underlying
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abelian category Coh(X) usually contains no non-trivial injective objects, so
that in order to compute derived functors we have to pass to bigger abelian
categories. Most often, we will work with the abelian category of quasi-coherent
sheaves Qcoh(X), with its derived categories D∗(Qcoh(X)) with ∗ = b,+,−,
and sometimes with the abelian category of OX -modules ShOX (X).

Whenever the scheme X is defined over a field k, the derived categories will
tacitly be considered as k-linear categories.

Notation In order to avoid any possible confusion between sheaf cohomology
Hi(X, F) and the cohomology Hi(F•) of a complex of sheaves, we will from now
on write Hi(F•) for the latter.

Proposition 3.3 On a noetherian scheme X any quasi-coherent sheaf F
admits a resolution

0 !! F !! I0 !! I1 !! . . .

by quasi-coherent sheaves Ii which are injective as OX-modules.

Proof For a proof see [44, II, 7.18]. !

Thus, in the case we are interested in, i.e. X a (smooth) projective variety
over a field, the result applies. So due to Proposition 2.42, we can either think
of D∗(Qcoh(X)) (with ∗ = b, +) as the bounded (resp. bounded below) derived
category of Qcoh(X) or as the full triangulated subcategory of D∗(ShOX ) of
bounded (resp. bounded below) complexes with quasi-coherent cohomology:

Corollary 3.4 For any noetherian scheme there are natural equivalences:

D∗(Qcoh(X)) % D∗qcoh(ShOX (X))

with ∗ = b,+. !

The passage from the quasi-coherent to the coherent world is trickier. Obvi-
ously, Proposition 2.42 does not apply for the simple reason that a finitely
generated module is usually too small to be injective. In other words, we cannot
hope to find an injective (in Coh(X) or Qcoh(X)) resolution of a coherent sheaf
by coherent sheaves. We nevertheless have the following result.

Proposition 3.5 Let X be a noetherian scheme. Then the natural functor

Db(X) !!Db(Qcoh(X))

defines an equivalence between the derived category Db(X) of X and the full
triangulated subcategory Db

coh(Qcoh(X)) of bounded complexes of quasi-coherent
sheaves with coherent cohomology.

Proof Let G• be a bounded complex of quasi-coherent sheaves

. . . !! 0 !! Gn !! . . . !! Gm !! 0 !! . . .
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with coherent cohomology Hi. Suppose Gi is coherent for i > j. Then apply
Lemma 3.6 below to the surjections

dj : Gj !! !! Im(dj) ⊂ Gj+1 and Ker(dj) !! !! Hj

which yield subsheaves Gj
1 ⊂ Gj and Gj

2 ⊂ Ker(dj) ⊂ Gj , respectively. We may
now replace Gj by the coherent sheaf generated by Gj

i , i = 1, 2, and Gj−1 by
the pre-image of the new Gj under Gj−1 !! Gj . Clearly, the inclusion defines a
quasi-isomorphism of the new complex to the old one and now Gi is coherent for
i ≥ j. !

Lemma 3.6 If G !! !!F is an OX-module homomorphism from a quasi-coherent
sheaf G onto a coherent sheaf F on a noetherian scheme X, then there exists
a coherent subsheaf G′ ⊂ G such that the composition G′ ⊂ G !! !!F is still
surjective.

Proof The statement is clear for modules: For any surjection M !! !!N with N
finitely generated, there exists a finitely generated module M ′ ⊂M that projects
onto N . Thus, locally the statement holds true. Covering X by finitely many open
affines, the assertion reduces to the following well-known statement (cf. [45, II,
Exc.5.15]). Let U ⊂ X be an open subscheme of a noetherian scheme X and let
F ⊂ G|U be a coherent subsheaf of the restriction of a quasi-coherent sheaf G on
X. Then there exists a coherent subsheaf F ′ ⊂ G such that F ′|U = F . !

Remark 3.7 i) Since Qcoh(X) has enough injectives (at least if X is noeth-
erian), we can define RHom•(E•, F•) for any E• ∈ D(Qcoh(X)) and any
F• ∈ D+(Qcoh(X)). In particular, this works for E•, F• ∈ Db(X).

Moreover, Remark 2.57 and Proposition 3.5 yield

Exti(E•,F•) % HomDb(X)(E•,F•[i])

for all E•,F• ∈ Db(X).
We will frequently use Examples 2.70, i.e. the spectral sequences (2.7) and

(2.8). Thus, for any E•,F• ∈ Db(X) one has

Ep,q
2 = Extp(E•,Hq(F•))⇒ Extp+q(E•,F•) (3.1)

and

Ep,q
2 = Extp(H−q(E•),F•)⇒ Extp+q(E•,F•). (3.2)

ii) It is a deep fact that for a projective variety X over a field k the cohomo-
logy Hi(X, F) of any coherent sheaf F is finite-dimensional (cf. [45, III, 5.2]
and Theorem 3.21). This can be used to show that Exti(E ,F) is also of finite
dimension for any two coherent sheaves E ,F . By applying the spectral sequences
(3.1) and (3.2), one easily sees that Exti(E•, F•) are actually finite-dimensional
for any E•,F• ∈ Db(X).
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Thus, in the sequel we will assume that Hom(E•,F•) is finite-dimensional for
all E•, F• ∈ Db(X) as soon as X is projective over a field. This in particular
avoids all possible trouble with Serre functors in this category.

Before discussing any of the many geometric derived functors in Section 3.3,
let us prove a few results (Propositions 3.10, 3.17, 3.18) on the structure of the
derived category of coherent sheaves.

Definition 3.8 The support of a complex F• ∈ Db(X) is the union of the
supports of all its cohomology sheaves, i.e. it is the closed subset

supp(F•) :=
⋃

supp(Hi(F•)).

Lemma 3.9 Suppose F• ∈ Db(X) and supp(F•) = Z17Z2, where Z1, Z2 ⊂ X
are disjoint closed subsets. Then F• % F•

1 ⊕F•
2 with supp(F•

j ) ⊂ Zj for j = 1, 2.

Proof One way to see this is by induction on the length of the complex. The
assertion is clear for complexes of length zero, i.e. for shifts of arbitrary coherent
sheaves, and will be proved in general by induction.

Let F• be a complex of length at least two. Suppose m is minimal with
0 .= Hm(F•) =: H. The sheaf H may be decomposed as H % H1 ⊕ H2
with supp(Hj) ⊂ Zj . Consider the natural morphism H[−m] !!F• inducing
the identity on the m-th cohomology and choose a distinguished triangle (see
Exercise 2.33)

H[−m] !! F• !! G• !! H[1−m].

The long exact cohomology sequence shows that Hq(G•) = Hq(F•) for q > m
and Hq(G•) = 0 for q ≤ m. Thus, the induction hypothesis applies to G• and
we may write G• = G•

1 ⊕ G•
2 with supp(Hq(G•

j )) ⊂ Zj for all q. Next, use the
spectral sequence

Ep,q
2 = Hom(H−q(G•

1 ),H2[p])⇒ Hom(G•
1 ,H2[p + q]).

to prove Hom(G•
1 , H2[1−m]) = 0. Indeed, H−q(G•

1 ) and H2 are coherent sheaves
with disjoint support and, hence, all Ext-groups between them are trivial. (This is
quite clear for Ext0 and Ext1. The general case can be verified by either using
an injective or projective resolution of H2, respectively H−q(G•

1 ) or by using the
local-to-global spectral sequence

Ep,q
2 = Hp(X, Extq( , ))⇒ Extp+q( , ),

that reduces the problem to a local statement, which then is obvious.)
Similarly, one finds Hom(G•

2 ,H1[1−m]) = 0. This proves that F• % F•
1 ⊕F•

2 ,
where the F•

i are chosen to complete G•
j

!!Hj [1−m] to a distinguished triangle

F•
j

!! G•
j

!! Hj [1−m] !! F•
j [1].
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In particular, supp(F•
j ) ⊂ Zj . Once a direct sum decomposition is established,

one necessarily has supp(F•
j ) = Zj . !

Proposition 3.10 Let X be a noetherian scheme and let Db(X) be its
bounded derived category of coherent sheaves. Then Db(X) is an indecomposable
triangulated category if and only if X is connected. See [18].

Proof Definition 1.52 explains what is meant by decomposing a triangulated
category.

If X is not connected, e.g. X = X1 7 X2, then we let D1 := Db(X1) and
D2 := Db(X2). Applying the lemma allows us to write any F• as

F• % F•
1 ⊕ F•

2

with F•
j ∈ Db(Xj). Thus, ii) in Definition 1.52 is clear and i) and iii) are rather

obvious.
Suppose now that X is connected and that Db(X) is decomposed by D1, D2 ⊂

Db(X). We shall derive a contradiction.
Consider OX as an object in Db(X) and its decomposition OX = F•

1⊕F•
2 with

F•
j ∈ Dj . We may assume that F•

1 and F•
2 are actually coherent sheaves, for their

cohomology is concentrated in degree zero. Since the direct sum is an OX -module
decomposition, they are ideal sheaves F•

j % IXj of certain closed subschemes
Xj ⊂ X. Moreover, OX = IX1 + IX2 ⊂ IX1∩X2 and IX1∪X2 ⊂ IX1 ∩ IX2 = 0.
Therefore, X1 ∩X2 = ∅ and X1 ∪X2 = X. Since X is connected, one of the two
subschemes must be empty and hence either OX ∈ D1 or OX ∈ D2. Suppose
OX ∈ D1.

If x ∈ X is a closed point, then the decomposition of k(x) with respect
to D1,D2 ⊂ Db(X) must be trivial. Hence, either k(x) ∈ D1 or k(x) ∈ D2.
The existence of the non-trivial homomorphism OX

!! k(x) excludes the latter.
Thus, for any closed point x ∈ X its structure sheaf k(x) is contained in D1.

Suppose there exists a non-trivial F• ∈ D2. Choose m maximal with Hm :=
Hm(F•) .= 0 and pick a closed point x in the support of Hm. In particular,
there exists a surjection Hm !! !! k(x), which one uses to construct a non-trivial
morphism F• !! k(x)[−m] in Db(X) as follows: Consider the natural quasi-
isomorphism

(. . . !! Fm−1 !! Ker(dm) !! 0 !! . . .) !! F•

(see Exercise 2.31) and compose its inverse (in Db(X)) with the non-trivial

(. . . !! Fm−1 !! Ker(dm) !! 0 . . .) !! Hm[−m]

!! k(x)[−m]

(cf. Exercise 2.32). As there are no non-trivial homomorphisms between objects
in D1 and D2, this yields the contradiction. !
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Let now X be a smooth projective variety over a field k and ωX its canonical
bundle. Often, ωX is also called the dualizing sheaf of X, the reason for which
will be explained now.

First note that for any locally free sheaf M the functor Coh(X) !!Coh(X)
given by F ! !!F ⊗ M is exact. In particular, it immediately descends to an
exact functor of the derived categories D∗(X) !!D∗(X), for ∗ = b,+,−, which
will be denoted M ⊗ ( ). Other exact functors, available on any triangulated
category, are given by the shift functors [i] : D∗(X) !!D∗(X) with i ∈ Z.

Definition 3.11 Let X be a smooth projective variety of dimension n. Then
one defines the exact functor SX as the composition

D∗(X)
ωX⊗( )

!! D∗(X)
[n]

!! D∗(X),

where ∗ = b,+,−.

In view of the following result, SX is called the Serre functor of X. (More
accurately, Serre functors are called Serre functors because they formalize Serre
duality.)

Theorem 3.12 (Serre duality) Let X be a smooth projective variety over a
field k. Then

SX : Db(X) !! Db(X)

is a Serre functor in the sense of Definition 1.28.

More explicitly, Serre duality says that for any two complexes E•,F• ∈ Db(X)
there exists a functorial isomorphism

ηE•,F• : HomD(A)(E•, F•)
∼

!! HomD(A)(F•, E• ⊗ ωX [n])∗.

It is more commonly stated as isomorphisms for any i ∈ Z

Exti(E•,F•)
∼

!! Extn−i(F•, E• ⊗ ωX)∗,

which is functorial in E• and F•. Use Exti(E•,F•) = HomD(A)(E•,F•[i]) to
confirm the equivalence of the two versions.

Proof One way to prove this is by using the standard Serre duality in the form
Exti(F ,ωX) % Hn−i(X, F)∗ for a coherent sheaf F (cf. [45, II.7]). This is indeed
a special case of the above assertion as Hn−i(X, F) = Extn−i(OX ,F).

Serre duality can also be seen as a particular case of the Grothendieck–Verdier
duality (see Section 3.4), the proof of which is given in [44]. !
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Serre duality for coherent sheaves as stated yields a quick proof for

Proposition 3.13 Suppose F and G are coherent sheaves on a smooth project-
ive variety X of dimension n. Then

Exti(F ,G) = 0 for i > n.

In other words, the homological dimension of Coh(X) is n.

Proof Simply note that Exti(F ,G) % Exti−n(G,F ⊗ ωX)∗ = 0 for negative
i− n.

The homological dimension of Coh(X) can indeed not be smaller than n, for
Extn(OX ,ωX) % Hom(OX , OX)∗ .= 0. !

Corollary 3.14 Suppose X is a smooth projective variety. Then for any two
complexes E•,F• ∈ Db(X) one has RHom•(E•, F•) ∈ Db(Ab).

Proof Use Corollary 2.68, ii) or rather the spectral sequences (3.1) and (3.2).
!

The following folklore result describes objects in the derived category of a
smooth curve. It is another particularly nice consequence of the proposition.

Corollary 3.15 Let C be a smooth projective curve. Then any object in Db(C)
is isomorphic to a direct sum

⊕
Ei[i], where the Ei are coherent sheaves on C.

Proof We proceed by induction over the length of the complex. Suppose E• is
a complex of length k with Hi(E•) = 0 for i < i0. Then use Exercise 2.32 to find
a distinguished triangle of the form

Hi0(E•)[−i0] !! E• !! E•
1

!! Hi0(E•)[1− i0]

with E•
1 of length k − 1 and with Hi(E•

1 ) = 0 for i ≤ i0.
If this distinguished triangle splits, then E• % E•

1 ⊕ Hi0(E•)[−i0] and the
induction hypothesis for E•

1 allows us to conclude.
Thus it suffices to prove the vanishing Hom(E•

1 ,Hi0(E•)[1 − i0]) = 0 (see
Exercise 1.38). Write E•

1 %
⊕

i>i0
Hi(E•

1 )[−i]. Then

Hom(E•
1 ,Hi0(E•)[1− i0]) %

⊕

i>i0

Ext1+i−i0(Hi(E•
1 ),Hi0(E•)) = 0,

as the homological dimension of a curve is one. !

Exercise 3.16 Convince yourself that the proof applies more generally to any
abelian category of homological dimension ≤ 1.

Also in the the next section Serre duality will serve as an important technical
tool. E.g. it will allow us to pass from cohomology groups like Hom(k(x), ) to
those of the form Hom( , k(x)), which are easier to handle.
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3.2 Spanning classes in the derived category

The two propositions in this section describe the two most common spanning
classes in Db(X). Other more specific ones will be encountered in later chapters.

Proposition 3.17 Let X be a smooth projective variety. Then the objects of
the form k(x) with x ∈ X a closed point span the derived category Db(X).

Proof See Definition 1.47 for the notion of a spanning class.
In order to prove the assertion, it suffices to show that for any non-trivial

F• ∈ Db(X) there exist closed points x1, x2 ∈ X and integers i1, i2 such that

Hom(F•, k(x1)[i1]) .= 0 and Hom(k(x2),F•[i2]) .= 0.

Applying Serre duality Hom(k(x),F•[i2]) % Hom(F•, k(x)[dim(X) − i2])∗, we
find that it is enough to ensure the existence of i1 and x1.

This is now proven in complete analogy to the arguments in the proof of
Proposition 3.10, but this time, for a change, we use the spectral sequence (3.2)

Ep,q
2 := Hom(H−q, k(x)[p])⇒ Hom(F•, k(x)[p + q]),

where Hq := Hq(F•).
Since F• is non-trivial, there exists a maximal m such that Hm .= 0. With this

choice of m all differentials with source E0,−m
r are trivial. As negative Ext-groups

between coherent sheaves are always trivial, one has Ep,q
2 = 0 for p < 0 and hence

all differentials with target E0,−m
r are also trivial. Thus, E0,−m

∞ = E0,−m
2 .

If we now choose a point x in the support of Hm, then

E0,−m
∞ = E0,−m

2 = Hom(Hm, k(x)) .= 0

and hence Hom(F•, k(x)[−m]) .= 0. !

There is another choice for a spanning class of the derived category of coher-
ent sheaves on a projective variety provided by the powers of an ample line
bundle. For the definition of an ample sequence see Definition 2.72. The geometric
realization of this concept is provided by the following

Proposition 3.18 Let X be a projective variety over a field. If L is an ample
line bundle on X, then the powers Li, i ∈ Z, form an ample sequence in the
abelian category Coh(X). See [15].

Proof By definition (cf. [45, II.7]) an ample line bundle L has the property
that for any coherent sheaf F there exists an n0 such that for any n ≥ n0 the
sheaf F ⊗ Ln is globally generated. This means that

H0(X, F ⊗ Ln)⊗OX
!! !! F ⊗ Ln

is surjective. Tensoring with L−n and writing H0(X, F ⊗ Ln) = Hom(L−n,F)
shows that the canonical map

Hom(Li,F)⊗ Li !! !! F
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is surjective for i < i0 := −n0. Therefore, condition i) in Definition 2.72 is
satisfied.

To see ii), one invokes one of the fundamental theorems of Serre (cf. [45, III,
5.2]) saying that Hi(X, F ⊗ Ln) = 0 for any i > 0 and n > n0 (the latter
depending on F), where L is an ample line bundle on a projective scheme over
a noetherian ring. This proves ii) right away.

Let F be a coherent sheaf on X. Then Hom(F , Li) is finite-dimensional. We
may suppose that L is very ample. Indeed, if not then pass to a very ample
power Lk and prove the statement for the finite number of sheaves F ⊗ Li,
i = 0, . . . , k − 1.

So, we might assume that for any closed point x ∈ X there exists a section
0 .= sx ∈ H0(X, L) with 0 = sx(x) ∈ L(x). If 0 .= ϕ ∈ Hom(F , Li), then there
exists a closed point x ∈ X with ϕ(x) : F(x) !!Li(x) non-trivial. Hence, ϕ
is not in the image of the inclusion Hom(F , Li−1) sx−→ Hom(F , Li) induced by
applying Hom(F , ) to the short exact sequence

0 !! Li−1
·sx

!! Li !! Li|Z(sx) !! 0.

As the spaces are all finite-dimensional, this only happens a finite number of
times before they become trivial, i.e. Hom(F , Li) = 0 for i3 0. This proves iii).

(The proof of the last part simplifies, if one restricts to smooth projective
varieties over a field. Then we may use Serre duality and Serre vanishing to see
that

Hom(F , Li) % Hdim(X)(X, F ⊗ L−i ⊗ ωX)∗ = 0

for i3 0.) !

Corollary 3.19 If X is a smooth projective variety and L is an ample line
bundle on X, then the powers Li, i ∈ Z, form a spanning class in the derived
category Db(X).

Proof This is an immediate consequence of Propositions 2.73 and 3.18. We
have only to recall that Coh(X) has finite homological dimension, whenever X
is smooth (see Proposition 3.13).

Proposition 3.17 covers the case of zero-dimensional X, i.e. when X is a point.
!

At this point, the reader could directly pass to the next chapter, where the
important results of Bondal and Orlov on the classification of derived categories
of varieties with ample (anti-)canonical bundle are presented. The material of
Sections 3.3 and 3.4 on derived functors on Db(X) will only be needed from
Chapter 5 on (with one minor exception in the proof of Proposition 4.9).
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3.3 Derived functors in algebraic geometry

In the following we shall discuss all derived functors that will be needed in the
sequel. All assumptions will be carefully stated, but for certain details, we have
to refer to the literature.

Cohomology Let X be a noetherian scheme over a field k. The global section
functor

Γ : Qcoh(X) !! Vec(k), F ! !! Γ(X, F)

is a left exact functor. Since Qcoh(X) has enough injectives (cf. Proposition
3.3), its right derived functor

RΓ : D+(Qcoh(X)) !! D+(Vec(k))

exists. The higher derived functors are denoted

Hi(X, F•) := RiΓ(F•).

For a sheaf F these are just the cohomology groups Hi(X, F), i = 0, 1, . . . and
for an honest complex F• they are sometimes called the hypercohomology groups
Hi(X, F•).

Since every complex of vector spaces splits, one has in fact

RΓ(F•) %
⊕

Hi(X, F•)[−i]

in D+(Vec(k)).
The following is a special case of a general result for sheaves of abelian

groups on noetherian topological spaces. Another generalization is provided by
Theorem 3.22.

Theorem 3.20 (Grothendieck) For any quasi-coherent sheaf F on a noe-
therian scheme X one has Hi(X, F) = 0 for i > dim(X). See [45, III, 2.7].

Together with Corollary 2.68 it shows that the functor RΓ induces an exact
functor

RΓ : Db(Qcoh(X)) !! Db(Vec(k)).

Let us next restrict the functor of global sections to the full subcategory of
coherent sheaves Γ : Coh(X) !!Vec(k).

Theorem 3.21 (Serre) If F is a coherent sheaf on a projective scheme X
over a field k, then all cohomology groups Hi(X, F) are of finite dimension. See
[45, III, 5.2].

(In fact, it suffices that X is proper (cf. [43, III, 3.2.1]).) In particular, the
functor of global sections yields the left exact functor Γ : Coh(X) !!Vecf (k).
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However, its derived functor cannot be constructed directly, as Coh(X) does
not, in general, contain enough injectives. However, due to the theorem the right
derived functor

Db(X) !! Db(Vecf (k))

can be obtained as the composition of exact functors

Db(X) !! Db(Qcoh(X)) !! Db(Vec(k)).

Here one uses Corollary 2.68 which works despite the fact that Coh(X) does
not contain enough injective objects (cf. Remark 2.69, ii)). The existence of the
spectral sequence needed in its proof can be ensured by viewing any coherent
sheaf as a quasi-coherent one.

Note that under our assumption that X is noetherian, Db(X) is equivalent
to the full subcategory of bounded complexes of quasi-coherent sheaves with
coherent cohomology (cf. Proposition 3.5). We summarize the above discussion
by the following diagram

D+(Qcoh(X))
RΓ

!! D+(Vec(k))

Db(Qcoh(X))
$!

''

Thm.3.20
!! Db(Vec(k))

$!

''

Db(X)
$!

''

Thm.3.21

X proper
!! Db(Vecf (k)).

$!

''

Direct image Let f : X !! Y be a morphism of noetherian schemes. The
direct image is a left exact functor

f∗ : Qcoh(X) !! Qcoh(Y ).

Again, we use that Qcoh(X) has enough injectives in order to define the right
derived functor

Rf∗ : D+(Qcoh(X)) !! D+(Qcoh(X)).

The higher direct images Rif∗(F•) of a complex of sheaves F• are, by
definition, the cohomology sheaves Hi(Rf∗(F•)) of Rf∗(F•). In particular, to
any quasi-coherent sheaf F on X one associates the quasi-coherent sheaves Rif∗F
on Y .
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If X is a noetherian scheme over a field k, then the global section functor
Γ : Qcoh(X) !!Vec(k) is a special case of the direct image. Indeed, the direct
image f∗F of a sheaf F under the structure morphism f : X !! Spec(k) is
nothing but Γ. So, in this case Rif∗(F•) = Hi(X, F•).

From this point of view the following result naturally generalizes Theorem 3.20.
In fact, using [45, III, 8.1] it can be easily deduced from it.

Theorem 3.22 For a quasi-coherent sheaf F on X and a morphism f :
X !! Y of noetherian schemes the higher direct images Rif∗F are trivial for
i > dim(X).

Thus, the higher direct image functor induces an exact functor (cf.
Corollary 2.68)

Rf∗ : Db(Qcoh(X)) !! Db(Qcoh(Y )).

To stay in the coherent world, one has to use the following coherence criterion
which generalizes Theorem 3.21.

Theorem 3.23 If f : X !! Y is a projective (or proper) morphism of noe-
therian schemes, then the higher direct images Rif∗(F) of a coherent sheaf F
on X are again coherent. See [45, III, 8.8] or [43, III, 3.2.1].

Thus, using Proposition 3.5 once more we obtain for any proper morphism
f : X !! Y of noetherian schemes the right derived functor

Rf∗ : Db(X) !! Db(Y )

as the composition of Db(X) !!Db(Qcoh(X)) and the derived direct image for
quasi-coherent sheaves Rf∗ : Db(Qcoh(X)) !!Db(Qcoh(Y )).

Thus, summarizing the discussion by a diagram similar to the one given above
for the global section functor we have

D+(Qcoh(X))
Rf∗

!! D+(Qcoh(Y ))

Db(Qcoh(X))
$!

''

Thm.3.22
!! Db(Qcoh(Y ))

$!

''

Db(X)
$!

''

Thm.3.23

f proper
!! Db(Y ).

$!

''

Sometimes, another f∗-adapted class is useful. Recall that a sheaf F is flabby
if for any open subset U ⊂ X the restriction map F(X) !!F(U) is surjective.
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The following lemma collects the standard facts about flabby sheaves. Together
with Proposition 3.3, it immediately shows that the class of all flabby sheaves is
f∗-adapted.

Lemma 3.24 Any injective OX-sheaf is flabby. Any flabby sheaf F on X is
f∗-acyclic for any morphism f : X !! Y , i.e. Rif∗(F) = 0 for i > 0, and,
moreover, f∗F is again flabby.

Proof For the first assertion see [45, III.2].
The second one uses that Rif∗(F) is the sheaf associated to the presheaf

U ! !!Hi(f−1(U), F|f−1(U)) (see [45, III.8]) and that a flabby sheaf is acyclic in
the sense that the higher cohomology is trivial (see [45, III.2]). !

For a composition

X
f

!! Y
g

!! Z

of two morphisms one knows that (g ◦ f)∗ = g∗ ◦ f∗, from which we want to
conclude

R(g ◦ f)∗ % Rg∗ ◦Rf∗ : Db(Qcoh(X)) !! Db(Qcoh(Z)).

In order to apply Proposition 2.58, we have to ensure the existence of an f∗-
adapted class I ⊂ Qcoh(X) such that f∗(I) is contained in a g∗-adapted class.

We let I be the class of injective sheaves. Then I is f∗ adapted, for Qcoh(X)
has enough injectives (see Proposition 3.3). As the direct image of a flabby sheaf
is again flabby, f∗(I) is contained in the g∗-adapted class of all flabby sheaves.

Applying Proposition 2.66 leads to the Leray spectral sequence:

Ep,q
2 = Rpg∗(Rqf∗(F•))⇒ Rp+q(g ◦ f)∗(F•). (3.3)

Any morphism f : X !! Y of noetherian schemes over a field k may be composed
with the structure morphism Y !! Spec(k). This yields

RΓ(Y, ) ◦Rf∗ % RΓ(X, )

and (3.3) becomes

Ep,q
2 = Hp(Y, Rqf∗(F•))⇒ Hp+q(X, F•).

Another interesting special case of the Leray spectral sequence is deduced by
considering the case that f is the identity. Then

Ep,q
2 = Rpg∗Hq(F•)⇒ Rp+qg∗F• (3.4)

and, even more special, for g : X = Y !! Spec(k) one obtains

Ep,q
2 = Hp(X, Hq(F•))⇒ Hp+q(X, F•). (3.5)
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Local Homs Let F ∈ Qcoh(X). Then

Hom(F , ) : Qcoh(X) !! Qcoh(X)

is a left exact functor.
Recall that Hom(F , E) is the sheaf

U
! !! Hom(F|U , E|U )

of OX -modules (no sheafification needed here!) and that for F and E (quasi-)
coherent the sheaf Hom(F , E) is also (quasi-)coherent (see [45, II.5]).

Due to the existence of enough injectives in Qcoh(X) (we always assume that
X is noetherian), the derived functor

RHom(F , ) : D+(Qcoh(X)) !! D+(Qcoh(X)) (3.6)

exists. By definition

Exti(F , E) := RiHom(F , E)

for any quasi-coherent sheaves E and F . At least for coherent sheaves F , the
definition is local in the sense that the stalk can be described by (cf. [45, III.6])

Exti(F , E)x % Exti
OX,x

(Fx, Ex).

This is essentially due to the commutativity of the diagram

Qcoh(X)

$$

Hom(F, )
!! Qcoh(X)

$$

Mod(OX,x)
Hom(Fx, )

!! Mod(OX,x)

for any locally free sheaf F . In particular, Exti(E ,F) are coherent if E and F
are so.

Restricting (3.6) to coherent sheaves yields the functor

RHom(F , ) : D+(X) !! D+(X).

Recall that for a non-regular local ring A the Exti
A(M, ) might be non-trivial

even for i4 0. Thus, only for a regular scheme X do we obtain a functor between



76 Derived categories of coherent sheaves

the bounded derived categories (cf. Proposition 3.26 below). Thus,

D+(Qcoh(X))
RHom(F, )

!! D+(Qcoh(X))

D+(X)
$!

''

F coherent
!! D+(Y )

$!

''

Db(X)
$!

''

X regular
!! Db(X).

$!

''

The construction generalizes to complexes F• ∈ D−(X). One first defines for
a complex F•, that is bounded above, the exact functor

Hom•(F•, ) : K+(Qcoh(X)) !! K+(Qcoh(X)),

Homi(F•, E•) :=
∏

Hom(Fp, E i+p) with d = dE − (−1)idF .

In the sequel, we shall need the following fact which is readily deduced from the
corresponding local statements for modules over a ring (cf. Remark 2.57, i)).

Lemma 3.25 Let E• be a complex of injective sheaves. If F• or E• is acyclic,
then Hom•(F•, E•) is acyclic. See [44, II.3]. !

The assertion for acyclic E• shows that the class of complexes of injective
sheaves is adapted for the functor Hom•(F•, ). Hence, the right derived functor
exists (see Remark 2.51):

RHom(F•, ) : D+(Qcoh(X)) !! D+(Qcoh(X)).

In order to see that the functor descends to the derived category in the left
argument, one applies the lemma for F• acyclic. (We may always assume that
E• is a complex of injectives.) Then Lemma 2.44 shows that we have a bifunctor:

RHom( , ) : D−(Qcoh(X))op ×D+(Qcoh(X)) !! D+(Qcoh(X)),

which we use to introduce

Exti(F•, E•) := RiHom(E•,F•).

As has been mentioned earlier, there are not many projective objects in the
category of coherent sheaves. However, for the purpose of computing local Exts
locally free sheaves are enough. More precisely, if F• is a complex of locally free
sheaves F i, then RHom(F•, ) can be computed as Hom(F•, ). This can be
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deduced from the local statement that says that for any complex M• of free
modules over a local ring A the cohomology RHom(M•, ) can be computed as
Hom(M•, ) (free modules are projective!).

Again, for regular schemes one can work with the bounded categories due to
the following

Proposition 3.26 If X is regular, then any F• ∈ Db(X) is isomorphic to a
bounded complex G• ∈ Db(X) of locally free sheaves Gi.

The key ingredient for the proof is the fundamental fact that on regular
schemes any coherent sheaf G admits a locally free resolution of finite length
n. In fact, one can always assume n ≤ dim(X).

Exercise 3.27 Try to imitate the sketch of the proof of Proposition 2.35 and
prove the assertion of the above proposition.

Thus, the situation may be summarized by the diagram

D−(Qcoh(X))op ×D+(Qcoh(X))
RHom

!! D+(Qcoh(X))

D−(X)op ×D+(X)
$!

''

!! D+(X)
$!

''

Db(X)op ×Db(X)
$!

''

X regular
!! Db(X).

$!

''

Similar to Example 2.70 one shows the existence of the following spectral
sequences

Ep,q
2 = Extp(F•, Hq(E•))⇒ Extp+q(F•, E•) (3.7)

Ep,q
2 = Extp(H−q(F•), E•)⇒ Extp+q(F•, E•). (3.8)

Trace map The last observations allow us to define the trace map

trE• : RHom(E•, E•) !! OX

for any E• ∈ Db(X).
For simplicity we will assume that X is regular and replace E• by a bounded

complex of locally free sheaves. Then RHom(E•, E•) % Hom•(E•, E•).
By definition Hom0(E•, E•) =

⊕
i Hom(E i, E i) and the usual trace maps trEi :

Hom(E i, E i) !!OX for the locally free sheaves E i give rise to the trace map

trE• :=
⊕

(−1)itrEi .
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Exercise 3.28 Prove that trE• does define a complex morphism.

Dual We define the dual F•∨ of a complex F• ∈ D−(Qcoh(X)) of quasi-
coherent sheaves as

F•∨ := RHom(F•,OX) ∈ D+(Qcoh(X)).

F•∨ := RHom(F•,OX) ∈ D+(Qcoh(X)).

So, in general even for a sheaf F it is not simply the dual sheaf Hom(F ,OX).
E.g. if F is a coherent sheaf on a smooth variety with codim(supp(F)) ≥ d, then
F∨ is a complex concentrated in degree ≥ d, i.e. Hq(F∨) = 0 for q < d. This
follows either from the local statement for Extq(M,A) (cf. [77, 15.E]) or from an
argument using Serre duality (cf. [53, 1.1.6]).

The dual of the structure sheaf of a subvariety can be computed explicitly (see
Corollary 3.40).

If we let F• be a complex

. . . !! F i−1 !! F i !! F i+1 !! . . .

with locally free sheaves F i, then F•∨ is obtained as

. . .Hom(F i+1, OX) !! Hom(F i,OX) !! Hom(F i−1,OX) . . . .

If X is regular, then F•∨ = RHom(F•, OX) ∈ Db(X) for any F• ∈ Db(X).

Tensor product Let us again start out with the sheaf version of the tensor
product before explaining the more general notion of the derived tensor product
of two complexes. So, let F ∈ Coh(X). The tensor product defines the right
exact functor

F ⊗ ( ) : Coh(X) !! Coh(X)

and we are interested in its left derived functor. To simplify the argument, we
shall right away assume that X is a projective scheme over a field k.

Any coherent sheaf E admits a resolution by locally free sheaves or, in other
words, for any E there exists a surjection

E0 !! !! E

with E0 locally free (see, e.g. Proposition 3.18). Moreover, if E• is an acyclic
complex bounded above with all E i locally free, then F ⊗ E• is still acyclic.
(Reduce it to the local situation of an exact complex of free modules which stays
exact if tensored by any module.)
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These two facts show that the class of locally free sheaves in Coh(X) is adap-
ted for the right exact functor F ⊗ ( ) (cf. Remark 2.57). Thus, the left derived
functor

F ⊗L ( ) : D−(X) !! D−(X)

exists.
By definition,

Tori(F , E) := H−i(F ⊗L E).

If X is smooth of dimension n, then any coherent sheaf E admits a locally free
resolution of length n (cf. Proposition 3.26). Hence, in this case Tori(F , E) = 0
for i > n. Thus, by Corollary 2.68

D−(X)
F⊗L( )

!! D−(X)

Db(X)
X smooth

!!
$!

''

Db(X).
$!

''

Let us now pass to the more general situation. Consider a complex F• ∈
K−(Coh(X)) that is bounded above and define the exact functor

F• ⊗ ( ) : K−(Coh(X)) !! K−(Coh(X))

(F• ⊗ E•)i :=
⊕

p+q=i

Fp ⊗ Eq with d = dF ⊗ 1 + (−1)i1⊗ dE .

Thus, by definition F• ⊗ E• is the total complex of the double complex
K•,• with Kp,q = Fp ⊗ Eq and the two differentials dI = dF ⊗ 1 and
dII = (−1)p+q1⊗ dE .

In order to define the derived functor, one verifies that the subcategory of
complexes of locally free sheaves is adapted to F•⊗ ( ). Since Coh(X) contains
enough locally free sheaves for X projective, it remains to check that the image
of an acyclic complex E• with all E i locally free is again acyclic. To see this, one
uses the spectral sequence

Ep,q
2 = Hp

IH
q
II(K

•,•)⇒ Hp+q(F• ⊗ E•),

which is a consequence of Proposition 2.64 with the two filtrations interchanged.
For E• acyclic and all E i locally free the complex Fp ⊗ E• is acyclic for any p
(this has been used earlier). Hence, Hq

II(Fp ⊗ E•) = 0 and, therefore, Ep,q
2 = 0

for all q and all p. Therefore, also F•⊗E• is exact. Thus, the left derived functor

F• ⊗L ( ) : D−(X) !! D−(X)

exists.
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The analogous spectral sequence interchanging dI and dII shows that for a
complex of locally free sheaves E• and an acyclic complex F• the tensor product
F• ⊗ E• is again acyclic. In other words, the induced bifunctor

K−(Coh(X))×D−(X) !! D−(X)

need not be derived in the first factor and descends to the bifunctor ⊗L for the
derived categories (cf. Lemma 2.44).

If X is smooth, then the functor is defined for the bounded derived categor-
ies. Indeed, any bounded complex of coherent sheaves is quasi-isomorphic to a
bounded complex of locally free sheaves (see Proposition 3.26) and the tensor
product of two of those is again bounded. Hence,

D−(X)×D−(X)
⊗L

!! D−(X)

Db(X)×Db(X)
X smooth

!!
$!

''

Db(X).
$!

''

Computing the derived tensor product F•⊗LE• as the ordinary tensor product
of complexes of locally free sheaves quasi-isomorphic to F• (respectively E•)
yields the following functorial isomorphisms

F• ⊗L E• % E• ⊗L F•

F• ⊗L (E• ⊗L G•) % (F• ⊗L E•)⊗L G•.

Generalizing the above definition of the sheaf Tor one sets

Tori(F•, E•) := H−i(F• ⊗L E•)

which can often be computed via the spectral sequence

Ep,q
2 = Tor−p(Hq(F•), E•)⇒ Tor−(p+q)(F•, E•). (3.9)

The argument that worked for right derived functors does not apply literally, as
we have not said anything about Cartan–Eilenberg resolutions in this context
(cf. Proposition 2.66). But an easy ad hoc argument goes as follows: We may
assume that E• is a complex of locally free sheaves. Then Tor−p(Hq(F•), E•) can
be computed as the p-th cohomology of the complex Hq(F•) ⊗ E•. Similarly,
Tor−(p+q)(F•, E•) can be computed as the (p+ q)-th cohomology of the complex
F• ⊗ E•. The latter is the total complex of the natural double complex and the
claimed spectral sequence corresponds to the standard spectral sequence for a
double complex (see Proposition 2.64).

Inverse image Let f : (X, OX) !! (Y,OY ) be a morphism of ringed spaces.
Then

f∗ : ShOY (Y ) !! ShOX (X)
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is by definition the composition of the exact functor

f−1 : ShOY (Y ) !! Shf−1(OY )(X)

and the right exact functor

OX ⊗f−1(OY ) ( ) : Shf−1(OY )(X) !! ShOX (X).

Thus, f∗ is right exact and if OX ⊗L
f−1(OY ) ( ) is the left derived functor of

OX ⊗f−1(OY ) ( ), then

Lf∗ :=
(
OX ⊗L

f−1(OY ) ( )
)
◦ f−1 : D−(Y ) !! D−(X).

To be precise, the arguments of the previous paragraph are not quite sufficient
to derive the tensor product OX ⊗L

f−1(OY ) ( ), as we only explained how to
derive the tensor product of OX -modules (on a projective scheme). But the
more general situation is handled in the same way. Moreover, in most of our
applications we don’t even have to derive f∗, as f is often flat and, therefore, f∗

exact.
Similarly to the spectral sequence (3.9) one obtains

Ep,q
2 = Lpf∗(Hq(E•))⇒ Lp+qf∗(E•), (3.10)

where by definition Lpf∗(F•) = Hp(Lf∗(F•)).
Let us mention two useful results that will serve as technical tools in the sequel.

Lemma 3.29 Let i : T ! " !! X be a closed subscheme. Then for any F• ∈
Db(X) one has

supp(F•) ∩ T = supp(Li∗(F•)).

Proof For the definition of the support of a complex see Definition 3.8.
One direction is easy. Indeed, if x .∈ supp(F•), then the restriction F•|U of

F• to an open neighbourhood x ∈ U ⊂ X is trivial. Hence, also Li∗U (F•|U ) =
(Li∗(F•))|U∩T is trivial, where iU : U ∩ T ! " !! U . Thus, x .∈ supp(Li∗(F•)).
This proves supp(Li∗(F•)) ⊂ supp(F•).

Conversely, let x ∈ supp(F•). If i0 is maximal with x ∈ supp(Hi0(F•)), then
Tor0(Hi0(F•), k(x)) .% 0. As Tor−p(Hq(F•), k(x)) = 0 for p > 0, the spectral
sequence

Ep,q
2 = Tor−p(Hq(F•), k(x))⇒ Tor−(p+q)(F•, k(x)) = Hp+q(F•(x))

shows Hi0(F•(x)) .% 0. In particular, F•(x) .% 0, where F•(x) denotes the
derived pull-back of F• under the embedding of the closed point {x} ! " !! X.

Since deriving the composition of the pull-backs is isomorphic to the com-
position of the derived pull-backs, one has F•(x) % (Li∗(F•))(x). Hence,
x ∈ supp(Li∗(F•)). !
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Exercise 3.30 Prove the following fact, which was tacitly used in the above
proof: Let ix : {x} ! " !! X be the embedding of a closed point. Then for any
complex F• one has F•(x) := Li∗xF• .= 0 if and only if x ∈ supp(F•).

For the following lemma consider a morphism S !!X. If x ∈ X is a closed
point, we denote by ix : Sx

! " !! S the closed embedding of the fibre over x.

Lemma 3.31 Suppose Q ∈ Db(S) and assume that for all closed points x ∈ X
the derived pull-back Li∗xQ ∈ Db(Sx) is a complex concentrated in degree zero,
i.e. a sheaf.

Then Q is isomorphic to a sheaf which is flat over X.

Proof In order to verify the claim we will apply the spectral sequence (3.10)
to the inclusion ix and obtain

Ep,q
2 = Hp(Li∗xHq(Q))⇒ Hp+q(Li∗xQ).

By assumption the right hand side is trivial except possibly for p + q = 0.
Choose m maximal with Hm(Q) .= 0. Then there exists a closed point x ∈ X
with E0,0

2 = H0(Li∗xHm(Q)) .= 0 (this is just the ordinary pull-back). But this
non-triviality survives the passing to the limit in the spectral sequence and hence
m = 0. For the same reason, E0,−1

2 = H−1(Li∗xH0(Q)) with x ∈ X arbitrary also
survives and must, therefore, be trivial. This shows that the sheaf H0(Q) is
actually flat over X.

0 0 0 0 0

∗ ∗ ∗ E0,m
2 0

∗ ∗ ∗ ∗ 0

(For the reader’s convenience we recall the result from commutative algebra
behind this: Let A !!B be a local ring homomorphism and M a B-module. In
order to show that M is A-flat, one has to verify that for any finitely generated
ideal a ⊂ A the map a ⊗M !!M is injective. Of course, it suffices to show
this for a = m, the maximal ideal of A. Suppose 0 !!N1 !!N2 !!M !! 0 is
a short exact sequence of A-modules.

The analogue of H−1(Li∗xH0(Q)) = 0 for H0(Q) replaced by M yields the
injectivity of N1/mN1 !!N2/mN2. If N2 is A-flat, then N2⊗m !!N2 is inject-
ive. Both statements together and the snake lemma readily yield the injectivity
of M ⊗m !!M .)

Also note that the flatness of H0(Q) over X implies that the higher derived
pull-backs Ep,0

2 = Hp(Li∗xH0(Q)) are trivial for p < 0.
The last thing one has to check is that there is no non-trivial cohomology

below, i.e. that Hq(Q) = 0 for q < 0. Suppose not; then we choose m maximal
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among all q < 0 with Hq(Q) .= 0 and x a closed point x ∈ X in the support of
Hm(Q).

0 . . . 0 E0,0
2 0

0 . . . 0 0 0

∗ . . . ∗ E0,m
2 0

∗ ∗ ∗ 0

Since all E−p,q
2 = H−p(Li∗xHq(Q)) with q > m and p < 0 are trivial, this

would again yield the contradiction Em = Hm(Li∗xQ) = H0(Li∗xHm(Q)) .= 0 in
the limit. !

Compatibilities i) Let f : X !! Y be a proper morphism of projective
schemes over a field k. For any F• ∈ Db(X), E• ∈ Db(Y ) there exists a natural
isomorphism (projection formula):

Rf∗(F•)⊗L E• ∼
!! Rf∗(F• ⊗L Lf∗(E•)). (3.11)

This is a consequence of the classical projection formula for a locally free sheaf E
and an arbitrary sheaf F , which states f∗(F ⊗ f∗E) % f∗(F)⊗ E (cf. [45, II.5]).

ii) Let f : X !! Y be a morphism of projective schemes and let F•, E• ∈
Db(Y ). Then there exists a natural isomorphism

Lf∗(F•)⊗L Lf∗(E•)
∼

!! Lf∗(F• ⊗L E•). (3.12)

Indeed, replacing E• and F• by complexes of locally free sheaves allows us to
compute the derived tensor products and the derived pull-back as ordinary ones
(the pull-back of a locally free sheaf is again locally free). But then the claim
reduces to the classical statement for sheaves f∗F ⊗ f∗E % f∗(F ⊗ E).

iii) Let f : X !! Y be a projective morphism. Then Lf∗ ( Rf∗, i.e. there
exist functorial morphisms

Hom(Lf∗F•, E•)
∼

!! Hom(F•, Rf∗E•).

Once more, one may suppose that F• is a complex of locally free sheaves and
that E• is a complex of quasi-coherent injective sheaves. In this case, the derived
functors are just the usual ones and the adjunction follows from the standard
one f∗ ( f∗ (cf. [45, II.5]).
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iv) For simplicity, we will assume that X is smooth and projective over a field
k. Then there are the following compatibilities of derived local Hom and derived
tensor product. All complexes involved are supposed to be bounded complexes
of coherent sheaves.

RHom(F•, E•)⊗L G• % RHom(F•, E• ⊗L G•) (3.13)

RHom(F•, RHom(E•, G•)) % RHom(F• ⊗L E•,G•) (3.14)

RHom(F•, E• ⊗L G•) % RHom(RHom(E•,F•),G•). (3.15)

(Note that we need the smoothness, e.g. in order to ensure that RHom(F•, E•)
is again bounded above so that the tensor product can be formed.) All these
isomorphisms are rather obvious, once F•, E•, and G• are chosen to be bounded
complexes of locally free coherent sheaves (cf. [45, II.5]).

Most important for us is the special case of the derived dual:

F•∨ ⊗L E• % RHom(F•,OX)⊗L E• % RHom(F•, E•).

In other words, RHom(F•, ) is isomorphic to the functor F•∨ ⊗L ( ) %
RHom(F•, OX)⊗L ( ).

If F• is a complex of locally free coherent sheaves, then Hom(F•,OX) is
isomorphic to the complex that is obtained by genuinely dualizing the com-
plex . . . !!F i−1 !!F i !!F i+1 !! . . .. and the tensor product need not be
derived. Thus,

RHom(F•, E•)i %
⊕

q−p=i

Hom(Fp,OX)⊗ Eq.

We continue to assume that X is smooth and projective over a field k. Then
the double dual of a complex F• ∈ Db(X) is canonically isomorphic to F•. (Once
more, we need the smoothness to ensure that the dual is again bounded above.)
In other words,

F• % F•∨∨ % RHom(RHom(F•, OX),OX).

Indeed, we may assume that F• is a bounded complex of locally free coherent
sheaves F i. Then the double dual is obtained by double dualizing the sheaves
F i. But for a locally free sheaf the double dual is clearly naturally isomorphic
to the original sheaf.

Let us also mention the following consequence.

Lemma 3.32 For any F• ∈ Db(X) one has

supp(F•) = supp(F•∨).

Proof Consider the spectral sequence (see (3.8), p. 77)

Ep,q
2 := Extp(H−q(F•),O)⇒ Extp+q(F•,O) % Hp+q(F•∨).
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From this one immediately concludes supp(F•∨) ⊂ supp(F•). Similarly, using
F•∨∨ % F• one shows the other inclusion and thus obtains equality. !

v) Let F• ∈ D−(X). Then by definition of the sheaf hom Hom• one has
Γ ◦Hom•(F•, ) = Hom•(F•, ). Hence,

RΓ ◦RHom(F•, ) = RHom(F•, ).

(Well, one has to verify that the image of a complex E• of injective sheaves under
Hom(F•, ) is Γ-acyclic. But this holds true [40].) An immediate consequence
of this is the spectral sequence that relates local and global Ext:

Ep,q
2 = Hp(X, Extq(F•, E•))⇒ Extp+q(F•, E•). (3.16)

vi) Let f : X !! Y be a morphism of projective schemes and let F• ∈ D−(Y )
and E• ∈ Db(Y ). Then there exists a natural isomorphism

Lf∗RHomY (F•, E•)
∼

!! RHomX(Lf∗F•, Lf∗E•). (3.17)

For the proof replace again all complexes by complexes of locally free sheaves.
vii) Consider a fibre product diagram

X ×Z Y
v

!!

g

$$

Y

f

$$
X

u
!! Z

with u : X !!Z flat and f : Y !!Z proper. Then flat base change asserts the
existence of a functorial isomorphism:

u∗Rf∗F• ∼
!! Rg∗v∗F• (3.18)

for any F• ∈ D(Qcoh(Y )).
As u and, therefore, v are flat, both functors u∗ and v∗ are exact and need

not be derived. Furthermore, the formula also yields canonical isomorphisms
u∗Rif∗F• % Rig∗v∗F• for any i.

Remark 3.33 i) Even without the flatness assumption one has a natural map
u∗Rf∗F• !!Rg∗v∗F•. Thus it suffices to prove that for u flat the induced
cohomology maps are isomorphisms (see [45, III, 9.3]).

For a variant of the base change formula with f smooth and proper, but u
arbitrary see [14, Lem.1.3].

ii) For completeness sake and later use we recall one of the fundamental res-
ults comparing higher direct images with fibrewise cohomology. For this, we let
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f : X !! Y be an arbitrary proper morphism of varieties and F a coherent sheaf
on X. Suppose

y ! !! dimHi(f−1(y),F|f−1(y))

is a constant function on the set of closed points of Y . If Y is integral, then
Rif∗F is locally free and the natural morphisms

Rif∗F ⊗ k(y)
∼

!! Hi(f−1(y),F|f−1(y))

are bijective. See [45, III, 12.9].

Let us consider the special case of the product X × Y , i.e. Z = Spec(k), with
the two projections

X × Y
p

++"
""

""
""

""q

9933
33
33
33
3

X Y.

For F• ∈ Db(Y ) flat base change yields

q∗p
∗F• % RΓ(Y,F•)⊗OX .

From this and projection formula (3.11), one deduces the Künneth formula: for
F• ∈ Db(Y ) and E• ∈ Db(X)

RΓ(X × Y, q∗E• ⊗L p∗F•) % RΓ(X, E•)⊗RΓ(Y,F•).

Note that the derived tensor product on the left hand side is in fact an ordinary
tensor product.

3.4 Grothendieck–Verdier duality

In some sense, Grothendieck–Verdier duality is just another compatibility
between the geometric derived functors, but it is not at all a formal consequence
of the definitions as most of the ones discussed in the previous section.

For the most general version and the proof we have to refer to the literature,
e.g. [32, 44].

Let f : X !! Y be a morphism of smooth schemes over a field k of relative
dimension dim(f) := dim(X) − dim(Y ). We introduce the relative dualizing
bundle

ωf := ωX ⊗ f∗ω∗Y .

Theorem 3.34 For any F• ∈ Db(X) and E• ∈ Db(Y ) there exists a functorial
isomorphism

Rf∗RHom(F•, Lf∗(E•)⊗ ωf [dim(f)]) % RHom(Rf∗F•, E•). (3.19)
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Note that, since ωf is locally free, the tensor product on the left hand side of
(3.34) is indeed underived. Let us also introduce

f ! : Db(Y ) !! Db(X), E• ! !! Lf∗(E•)⊗ ωf [dim(f)].

Corollary 3.35 The functors Lf∗, f ! : Db(Y ) !!Db(X) are left, respectively
right adjoint to Rf∗ : Db(X) !!Db(Y ), i.e.

Lf∗ ( Rf∗ ( f !.

Proof One applies global sections to both sides of (3.19) and uses

RΓ ◦Rf∗ % RΓ and RΓ ◦RHom % RHom.

Taking cohomology in degree zero then yields

HomDb(X)(F•, Lf∗(E•)⊗ ωf [dim(f)]) % HomDb(Y )(Rf∗F•, E)

as asserted. !

If we denote by DX is the dualizing functor

F• ! !! RHom(F•,ωX [dim(X)]) = F•∨ ⊗ ωX [dim(X)],

then

f ! % DX ◦ Lf∗ ◦ D−1
Y .

Moreover, the Grothendieck–Verdier duality can be equivalently expressed as

Rf∗ ◦ DX % DY ◦Rf∗. (3.20)

Exercise 3.36 Prove that (3.20) is indeed equivalent to (3.19).

A special case of (3.20) is

Rf∗ωX [dim(X)] % (Rf∗OX)∨ ⊗ ωY [dim(Y )].

Remarks 3.37 i) Grothendieck–Verdier duality, e.g. in the form of (3.20),
holds in much broader generality. What has to be changed is the definition of the
dualizing functor DX . It has to be replaced by F• ! !!RHom(F•, KX), where
KX is the dualizing complex. It turns out that KX always exists (we are sloppy
here by not specifying where it lives). Moreover, the variety X is Gorenstein if
and only if KX is a line bundle in degree −n. Also, X is Cohen–Macaulay if and
only if KX is (isomorphic to) a coherent sheaf. See [44, V.9].

ii) Classical Serre duality (see [45, II.7]) is a special case of Grothendieck–
Verdier duality. Indeed, applied to f : X !! Spec(k), the theorem yields
canonical isomorphisms

HomDb(X)(F•,ωX [dim(X)]) % Homk(RΓ(F•), k).

In particular, Exti(F ,ωX) = Hn−i(X, F)∗ for any coherent sheaf F on X.
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Also Serre duality for derived categories (see Theorem 3.12) can be deduced
from it: Again we consider the projection f : X !! Spec(k). If E•,F• ∈ Db(X),
then

HomDb(X)(F•, E• ⊗ ωX [dim(X)])

% HomDb(X)(RHom(E•,F•),ωX [dim(X)]) (use (3.15))

% HomDb(Spec(k))(RΓ(RHom(E•,F•)), k) (Cor. 3.35)

% HomDb(X)(E•, F•)∗.

iii) The derived categories Db(X) and Db(Y ) of two smooth projective varieties
X, respectively Y over k are endowed with Serre functors SX , respectively SY

(see Theorem 3.12). By definition,

f ! % SX ◦ Lf∗ ◦ S−1
Y

which yields yet another interpretation of f !.
In fact, the existence of the left adjoint allows us to conclude immediately

that SX ◦ Lf∗ ◦ S−1
Y is right adjoint of Rf∗ (see Remark 1.31). Thus, strictly

speaking Corollary 3.35 does not really require the full Grothendieck–Verdier
duality; Serre duality in the form of Theorem 3.12 is enough.

Let us pass to the case of a closed embedding i : X ! " !! Y of codimension
c of smooth varieties X and Y . If we keep the definition of the relative dualizing
sheaf ωi := ωX ⊗ ω∗Y |X as in Theorem 3.34, then (3.19) yields

Corollary 3.38 Let i : X ! " !! Y be a smooth subvariety of codimension c
of a smooth projective variety. For any F• ∈ Db(X) and any E• ∈ Db(Y ) there
exists a functorial isomorphism

HomX(F•, Li∗(E•)⊗ ωi[−c]) % HomY (i∗F•, E•).

Proof Instead of viewing this as a special instance of the Grothendieck–Verdier
duality, it can be proved directly by applying the derived version of Serre duality
twice and using Li∗ ( i∗. (Note that the direct image i∗ need not be derived for
a closed embedding.) Indeed,

HomY (i∗F•, E•)

% HomY (E•, i∗F• ⊗ ωY [dim(Y )])∗ (Serre duality on Y )

% HomX(Li∗(E•),F• ⊗ i∗ωY [dim(Y )])∗ (use Li∗ ( i∗)

% HomX(F• ⊗ i∗ωY [dim(Y )], Li∗(E•)⊗ ωX [dim(X)]) (Serre duality on X)

% HomX(F•, Li∗(E•)⊗ ωX ⊗ ω∗Y |X [−c]).

!

Exercise 3.39 Give a proof that does not use Serre duality and, in particular,
avoids the hypothesis Y projective.
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In particular, this result allows one to compute the dual of the structure sheaf
of a smooth closed subvariety.

Corollary 3.40 Suppose i : X ! " !! Y is a smooth closed subvariety of
codimension c of a smooth variety Y . The derived dual of i∗OX is given by

(i∗OX)∨ % i∗ωX ⊗ ω∗Y [−c].

Proof It suffices to show that there are isomorphisms

HomY (G•, (i∗OX)∨) % HomY (G•, i∗ωX ⊗ ω∗Y [−c])),

which are functorial in G• ∈ Db(Y ).
This follows from

HomY (G•, (i∗OX)∨) % HomY (G• ⊗L i∗OX ,OY ) (use (3.14))

% HomY (i∗Li∗(G•),OY ) (projection formula)

% HomX(Li∗(G•),ωX ⊗ ω∗Y |X [−c]) (Cor. 3.38)

% HomY (G•, i∗ωX ⊗ ω∗Y [−c]) (use Li∗ ( i∗).

!

Examples 3.41 If D ⊂ Y is a divisor, then together with the adjunction
formula ωD % (ωY ⊗O(D))|D the corollary says (i∗OD)∨ = i∗OD(D)[−1].

Exercise 3.42 Let i : X ! " !! Y be a smooth closed subvariety of codimen-
sion c > 1 of a smooth variety Y . Show that the derived dual I∨X of its ideal
sheaf IX satisfies

Hk(I∨X) %






OY if k = 0
i∗ωX ⊗ ω∗Y if k = c− 1
0 otherwise.

Notational convention As we will almost exclusively work on the level of
derived categories and only the derived versions of the classical functors will
make sense there, we shall in the sequel write f∗ : Db(X) !!Db(Y ) when Rf∗ is
meant. Similarly, we write F•⊗E• for the derived tensor product of two objects
E•,F• in the derived category Db(X). Analogously, RHom becomes Hom and
Lf∗ becomes f∗.



4

DERIVED CATEGORY AND CANONICAL
BUNDLE – I

It turns out that the complexity of the derived category of a projective variety X
depends very much on its geometry. This chapter is devoted to results by Bondal
and Orlov which in particular show that for varieties with ample (anti-)canonical
bundle the bounded derived category of coherent sheaves determines the variety.
This will be proved in Section 4.1. Except for the case of elliptic curves, this
settles completely the classification of derived categories of smooth projective
varieties in dimension one.

In Section 4.2 we present a description of the group of autoequivalences of
the bounded derived category of such varieties again due to Bondal and Orlov.
The complexity of the triangulated category Db(X) is reflected by the group
of autoequivalences of Db(X). Thus, these results say that derived categories of
coherent sheaves on projective varieties with ample (anti-)canonical bundle tend
to be easier than those for, e.g. abelian varieties or K3 surfaces. We will make
this more explicit in later chapters.

We start out with the following general statement that applies to any smooth
projective variety over a field k.

Proposition 4.1 Let X and Y be smooth projective varieties over a field k. If
there exists an exact equivalence

Db(X)
∼

!! Db(Y )

of their derived categories, then

dim(X) = dim(Y ).

Moreover, their canonical bundles ωX and ωY are of the same order.

Proof The order of ωX is the smallest positive integer m ∈ Z such that ω⊗m
X

is isomorphic to the trivial bundle. The assertion of the proposition includes the
case of infinite order.

Since both varieties are smooth projective, the derived categories Db(X) and
Db(Y ) come with natural Serre functors, e.g. SX(F•) = F• ⊗ ωX [dim(X)] for
any F• ∈ Db(X) (cf. Theorem 3.12). Moreover, Lemma 1.30 tells us that any
equivalence F : Db(X) !!Db(Y ) commutes with SX and SY .
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Fix a closed point x ∈ X. Then k(x) % k(x)⊗ωX % SX(k(x))[−dim(X)] and,
hence,

F (k(x)) % F (k(x)⊗ ωX) = F (SX(k(x))[−dim(X)])

% F (SX(k(x)))[−dim(X)], since F is exact

% SY (F (k(x)))[−dim(X)], since F ◦ SX % SY ◦ F

= F (k(x))⊗ ωY [dim(Y )− dim(X)].

Since F is an equivalence, F (k(x)) is a non-trivial bounded complex. If i is
maximal (respectively minimal) with Hi(F (k(x))) .= 0, then we find (using that
tensoring with the line bundle ωY commutes with cohomology):

0 .= Hi(F (k(x))) % Hi (F (k(x))⊗ ωY [dim(Y )− dim(X)])

% Hi+dim(Y )−dim(X)(F (k(x)))⊗ ωY

and hence 0 .= Hi+dim(Y )−dim(X)(F (k(x))), which contradicts the maximality
(respectively minimality) if dim(Y ) − dim(X) > 0 (< 0, respectively). Hence,
dim(X) = dim(Y ) =: n.

Suppose, ωk
X % OX . Then Sk

X [−kn] % id and hence

F−1 ◦ Sk
Y [−kn] ◦ F % Sk

X [−kn] % id.

The latter clearly means Sk
Y [−kn] % id and, therefore, ωk

Y % OY . !

Remark 4.2 Later we shall give another argument using the existence and
uniqueness of the Fourier–Mukai kernel. See Corollary 5.21.

4.1 Ample (anti-)canonical bundle

It turns out that for smooth projective varieties with ample (anti-)canonical
bundle ωX the geometry of X is encoded by the derived category Db(X) in
a rather direct way. Before proving that Db(X) actually determines X, let us
show how to characterize certain geometric structures, like points or line bundles,
intrinsically as objects in the derived category.

Definition 4.3 Let D be a k-linear triangulated category with a Serre functor
S. An object P ∈ D is called point like of codimension d if

i) S(P ) % P [d],
ii) Hom(P, P [i]) = 0 for i < 0, and
iii) k(P ) := Hom(P, P ) is a field .

An object P satisfying iii) is called simple. As we continue to assume that all
Hom’s are finite-dimensional, the field k(P ) in iii) is automatically a finite field
extension of k. So, if k is algebraically closed, it is just k.
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Exercise 4.4 Suppose X is a smooth projective variety. Show that any point
like object in Db(X) is of codimension d = dim(X).

A sheaf F on X is simple if Hom(F ,F) is a field. Show that any simple sheaf
F on a variety X with ωX % OX defines a point like object in Db(X).

Lemma 4.5 Suppose F• is a simple object in Db(X) with with zero-
dimensional support. If Hom(F•,F•[i]) = 0 for i < 0, then

F• % k(x)[m]

for some closed point x ∈ X and some integer m.

Proof Let us first show that F• is concentrated in exactly one closed point.
Otherwise F• could be written as a direct sum F• % F•

1 ⊕ F•
2 with F•

j .% 0,
j = 1, 2 (see Lemma 3.9). (The extra information that supp(F•

1 )∩supp(F•
2 ) = ∅

provided by the same lemma is not needed here.) However, a direct sum of two
non-trivial complexes is never simple. Indeed, the projection to one of the two
summands is not invertible.

Thus, we may assume that the support of all cohomology sheaves Hi of F•

consists of the same closed point x ∈ X. Set

m0 := max{i | Hi .= 0} and m1 := min{i | Hi .= 0}.

Since both sheaves Hm0 and Hm1 are concentrated in x ∈ X, there exists a
non-trivial homomorphism Hm0 !!Hm1 .

(Indeed, if M is a finite module over a local noetherian ring (A, m) such that
supp(M) = {m}, then there exists a surjection M !! !!A/m and an injection
A/m ! " !! M .)

The composition

F•[m0] !! Hm0 !! Hm1 !! F•[m1],

where we apply Exercise 2.32, is non-trivial. By ii) this shows m0 = m1. Hence,
F• % F [m] with F a coherent sheaf with support in x and m := m0 = m1.

The only such sheaf which is also simple is k(x). Indeed, for any other sheaf,
the homomorpism which is given by a non-trivial map from a quotient of F of
the form k(x) into the socle of F yields a non-invertible homomorphism. Hence,
F• % k(x)[m]. !

Proposition 4.6 (Bondal, Orlov) Let X be a smooth projective variety. Sup-
pose that ωX or ω∗X is ample. Then the point like objects in Db(X) are the objects
which are isomorphic to k(x)[m], where x ∈ X is a closed point and m ∈ Z.
See [15].

Proof The Serre functor on Db(X) is given by F• ! !! ωX ⊗F•[n], where n is
the dimension of X. Thus, the skyscraper sheaf k(x) of a closed point x ∈ X, as
well as any shift k(x)[m], does satisfy all three conditions in Definition 4.3. (In
fact, ii) holds for any sheaf.)
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Let us now assume that P ∈ Db(X) satisfies i)–iii). We denote by Hi the
cohomology sheaves of P , which are not all zero. Then condition i), which ensures
Hi ⊗ ωX [n] % Hi[d], yields d = n and Hi % Hi ⊗ ωX .

Since ωX or ω∗X is ample, the latter condition shows that Hi is supported
in dimension zero. Indeed, the Hilbert polynomial PF (k) = χ(F ⊗ ωk

X) of any
coherent sheaf F is of degree dim supp(F) (see [33]) and hence taking the tensor
product of F with ωX makes a difference if dim supp(F) > 0.

The assertion now follows from Lemma 4.5. !

Remark 4.7 The condition on the canonical bundle is necessary. E.g. if ωX

is trivial (like for an abelian variety), then OX (or any other simple sheaf) is a
point like object.

Note also that the proof shows that, even without any positivity assumption
on ωX , any point like object in Db(X) is of codimension dim(X).

One may also try to characterize line bundles as objects in the derived category.
Let us first give the abstract definition.

Definition 4.8 Let D be a triangulated category with a Serre functor S. An
object L ∈ D is called invertible if for any point like object P ∈ D there exists
nP ∈ Z (depending also on L) such that

Hom(L, P [i]) =
{

k(P ) if i = nP

0 otherwise.

Proposition 4.9 (Bondal, Orlov) Let X be a smooth projective variety. Any
invertible object in Db(X) is of the form L[m] with L a line bundle on X and
m ∈ Z. Conversely, if ωX or ω∗X is ample, then for any line bundle L and any
m ∈ Z the object L[m] ∈ Db(X) is invertible. See [15].

Proof Let us suppose that L is an invertible object in Db(X) and let m
be maximal with Hm := Hm(L) .% 0. In particular, there exists the natural
morphism

L !! Hm[−m]

inducing the identity on the m-th cohomology (see Exercise 2.32).
Pick a point x0 ∈ supp(Hm). Then there exists a non-trivial homomorphism

Hm !! k(x0). Hence,

0 .= Hom(Hm, k(x0)) = Hom(L, k(x0)[−m])

and, therefore, nk(x0) = −m.
This could also have been deduced from the spectral sequence

Ep,q
2 = Hom(H−q(L), k(x0)[p])⇒ Hom(L, k(x0)[p + q]). (4.1)

A similar argument has been used before in the proof of Proposition 3.17.
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Apply the same spectral sequence to deduce

E1,−m
2 = Hom(Hm, k(x0)[1]) = Hom(L, k(x0)[1 + nk(x0)]) = 0.

Thus, as soon as x0 ∈ X is in the support of Hm, we obtain Ext1(Hm, k(x0)) = 0.

q

0 E0,−m+1
2

33222
2222

2222
2222

2222
2
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2

**''
'''

'''
'''
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''
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2

33,,,
,,,,

,,,,
,,,,

,,,,
,,,

E1,−m
2
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E2,−m

2
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''

p

Next, we shall apply the following standard result in commutative algebra (cf.
[17, X.3 Prop.4]): Any finite module M over an arbitrary noetherian local ring
(A, m) with Ext1A(M, A/m) = 0 is free.

The local-to-global spectral sequence (3.16), p. 85,

Ep,q
2 = Hp(X, Extq(Hm, k(x0)))⇒ Extp+q(Hm, k(x0))

allows us to pass from the global vanishing Ext1(Hm, k(x0)) = 0 to the local
one Ext1(Hm, k(x0)) = 0. More precisely, as Ext0(Hm, k(x0)) is concentrated in
x0 ∈ X, one has

E2,0
2 = H2(X, Ext0(Hm, k(x0))) = 0.

Therefore, E0,1
2 = E0,1

∞ . Since Ext1(Hm, k(x0)) is also concentrated in x0 ∈ X,
it is a globally generated sheaf. Hence,

H0(X, Ext1(Hm, k(x0))) = E0,1
2 = 0

implies Ext1(Hm, k(x0)) = 0. But then the aforementioned result from commut-
ative algebra shows that Hm is free in x0 ∈ X.

Since X is irreducible, we have in particular supp(Hm) = X. Thereby, there
exists for any x ∈ X a surjection Hm !! k(x). Hence,

Hom(L, k(x)[−m]) = Hom(Hm, k(x)) .= 0.

In particular, nk(x) does not depend on x. As by assumption,

k(x) = Hom(L, k(x)[−m]) = Hom(Hm, k(x)),

the sheaf Hm has constant fibre dimension one. Hence, Hm is a line bundle.
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It remains to show that Hi = 0 for i < m. We use again the spectral sequence
(4.1). Since Hm is locally free, the row Eq,−m

2 is trivial except for q = 0. Indeed,

Eq,−m
2 = Extq(Hm, k(x)) = Hq(X, Hm∗ ⊗ k(x)) = 0

for q > 0.
The rest of the argument is by induction. Assume we have shown Hi = 0 for

i0 < i. Then E0,−i0
2 = E0,−i0

∞ . Since

E−i0 = Hom(L, k(x)[−i0]) = 0,

this implies that Hom(Hi0 , k(x)) = 0 for any x ∈ X, i.e. Hi0 = 0.
Let us now show that conversely any line bundle L on X, and hence any shift

L[m], defines an invertible object in Db(X) whenever the (anti-)canonical bundle
is ample.

By Proposition 4.6 the assumption on the canonical bundle implies that point
like objects in Db(X) are of the form k(x)[m] for some closed point x ∈ X and
some m ∈ Z. Hence,

Hom(L[m], P [i]) % Hom(L[m], k(x)[i + n])

= H0(X, L∗(x)[i + n−m])

= Hi+n−m(X, L∗(x)) = 0

except for i = m− n when it is k(x). We set nP := m− n. !

Remark 4.10 If one naively defines the Picard group of a triangulated cat-
egory endowed with a Serre functor as the set of invertible objects, then for
smooth projective varieties with ample (anti-)canonical bundle ωX one has
Pic(Db(X)) = Pic(X)× Z.

Note however that varieties where such an easy description of all invertible
objects does not hold are common.

Proposition 4.11 (Bondal, Orlov) Let X and Y be smooth projective vari-
eties and assume that the (anti-)canonical bundle of X is ample. If there exists an
exact equivalence Db(X) % Db(Y ), then X and Y are isomorphic. In particular,
the (anti)-canonical bundle of Y is also ample. See [15].

Proof Let us first sketch the idea of the proof which is strikingly simple.
Assume that under an equivalence F : Db(X) !!Db(Y ) the structure sheaf
OX is mapped to OY . Since any equivalence is compatible with Serre functors
(see Lemma 1.30) and dim(X) = dim(Y ) =: n (see Proposition 4.1), this proves

F (ωk
X) = F (Sk

X(OX))[−kn] % Sk
Y (F (OX))[−kn]

% Sk
Y (OY )[−kn] = ωk

Y .
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Using that F is fully faithful, we conclude from this that

H0(X,ωk
X) = Hom(OX ,ωk

X) % Hom(F (OX), F (ωk
X))

= Hom(OY ,ωk
Y ) = H0(Y,ωk

Y )

for all k.
The product in

⊕
H0(X,ωk

X) can be expressed in terms of compositions:
namely, for si ∈ H0(X,ωki

X ) = Hom(OX ,ωki
X ) one has

s1 · s2 = Sk1
X (s2)[−k1n] ◦ s1

and similarly for sections on Y .
Hence, the induced bijection

⊕
H0(X,ωk

X) %
⊕

H0(Y,ωk
Y )

is a ring isomorphism. If the (anti-)canonical bundle of Y is also ample, then this
shows

X % Proj
(⊕

H0(X,ωk
X)

)
% Proj

(⊕
H0(Y,ωk

Y )
)
% Y.

Thus, under the two assumptions that F (OX) % OY and that ωY (or ω∗Y ) is
ample we have proved the assertion. Let us now explain how to reduce to this
situation.

As the notions of point like and invertible objects in Db are intrinsic, an exact
equivalence F : Db(X) !!Db(Y ) induces bijections

{point like objects in Db(X)} 88
(∗)

!! {point like objects in Db(Y )}

{k(x)[m] | x ∈ X, m ∈ Z} {k(y)[m] | y ∈ Y, m ∈ Z}
$!

''

and

{invertible objects in Db(X)} 88
(∗∗)

!! {invertible objects in Db(Y )}
#"

$$

{L[m] | L ∈ Pic(X)} {M [m] | M ∈ Pic(Y )}.

As we have seen in Proposition 4.6, the point like objects in Db(X) are all
of the form k(x)[m] for x ∈ X a closed point and m ∈ Z. By Proposition 4.9
any line bundle L, in particular L = OX , defines an invertible object in Db(X).
Thus, by (∗∗) also F (OX) is an invertible object in Db(Y ) and hence, due to
Proposition 4.9, of the form M [m] for some line bundle M on Y .
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Compose F with the two equivalences given by M∗ ⊗ ( ), respectively by
the shift T−m. The new equivalence, which we continue to call F , satisfies
F (OX) % OY .

In order to prove the ampleness of the (anti-)canonical bundle ωY , we shall
first prove that point like objects in Db(Y ) are of the form k(y)[m]. We will
conclude this, without assuming any positivity of ωY , simply from the existence
of the equivalence F .

Due to (∗), one finds for any closed point y ∈ Y a closed point xy ∈ X and an
integer my such that k(y) % F (k(xy)[my]).

Suppose there exists a point like object P ∈ Db(Y ) which is not of the form
k(y)[m] and denote by xP ∈ X the closed point with F (k(xP )[mP ]) % P for a
certain mP ∈ Z.

Note that xP .= xy for all y ∈ Y . Hence we have for all y ∈ Y and all m ∈ Z

Hom(P, k(y)[m]) = Hom(F (k(xP ))[mp], F (k(xy))[my + m])

= Hom(k(xP ), k(xy)[my + m−mP ]) = 0.

Since the objects k(y)[m] form a spanning class in Db(Y ) (see Proposition 3.17),
this implies P % 0, which is absurd. Hence, point like objects in Db(Y ) are
exactly the objects of the form k(y)[m].

Note that together with F (OX) % OY this also implies that for any closed
point x ∈ X there exists a closed point y ∈ Y such that F (k(x)) % k(y)
(no shifts!). This is due to the easy observation that m = 0 if and only if
Hom(OY , k(y)[m]) .= 0.

It remains to prove that with ωk
X (very) ample also ωk

Y is (very) ample. Let
us prove this in a very geometric way by showing that some power ωk

Y separates
points and tangents (cf. [45, II.7]). (Here we assume that k is algebraically closed,
but see Remark 4.12.)

We continue to use that for any k(y), with y ∈ Y a closed point, there exists a
closed point xy ∈ X with F (k(xy)) = k(y) and that F (ωk

X) = ωk
Y for all k ∈ Z.

The line bundle ωk
Y separates points if for any two points y1 .= y2 ∈ Y the

restriction map

ry1,y2 : ωk
Y

!! ωk
Y (y1)⊕ ωk

Y (y2) % k(y1)⊕ k(y2)

induces a surjection H0(ry1,y2) : H0(Y,ωk
Y ) !!H0(k(y1)⊕k(y2)). Let us denote

xi := xyi , i = 1, 2. Then

ry1,y2 ∈ Hom(ωk
Y , k(y1)⊕ k(y2)) % Hom(F (ωk

X), F (k(x1)⊕ k(x2)))

% Hom(ωk
X , k(x1)⊕ k(x2)).

It indeed corresponds to the restriction map rx1,x2 : ωk
X

!! k(x1) ⊕ k(x2)
(up to isomorphism, which we will ignore), as there is only one non-trivial
homomorphism ωk

X
!! k(xi) (up to scaling).



98 Derived category and canonical bundle – I

Altogether this yields the commutative diagram:

H0(Y,ωk
Y )

H0(ry1,y2 )
!! H0(Y, k(y1)⊕ k(y2))

Hom(OY ,ωk
Y )

ry1,y2◦
!! Hom(OY , k(y1)⊕ k(y2))

Hom(OX ,ωk
X)

rx1,x2◦
!! Hom(OX , k(x1)⊕ k(x2))

H0(X,ωk
X)

H0(rx1,x2 )
!! H0(X, k(x1)⊕ k(x2)).

As, by assumption, the line bundle ωk
X is very ample for k 4 0 (or k 3 0)

and, in particular, separates points, the map H0(rx1,x2) is surjective. The
commutativity of the diagram allows us to conclude that also H0(ry1,y2) is
surjective.

One proceeds in a similar fashion to prove that ωk
Y separates tangent directions

if ωk
X does: Suppose Zy ⊂ Y is a subscheme of length two concentrated in y ∈ Y ,

i.e. Zy is the point y endowed with a tangent direction. The exact sequence

0 !! k(y) !! OZy
!! k(y) !! 0

shows that OZy is given by a non-trivial extension class (with x := xy):

eZ ∈ Hom(k(y), k(y)[1]) = Hom(F (k(x)), F (k(x))[1])

= Hom(k(x), k(x)[1]).

The latter, when viewed as a class in Hom(k(x), k(x)[1]), defines a subscheme of
length two Zx ⊂ X concentrated in x. Then F (OZx) = OZy . Moreover,

F
(
ωk

X
!! OZx) % ωk

Y
!! OZy ,

where the homomorphisms on both sides are given by restriction (check this!).
As ωk

X separates tangent directions, the restriction

H0(X,ωk
X) !! !! H0(X, OZx)

is surjective. Now use H0(X,ωk
X) = H0(Y,ωk

Y ) and

H0(Y,OZy ) % Hom(OY ,OZy ) % Hom(F (OX), F (OZx))

% Hom(OX ,OZx) % H0(X, OZx),
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to deduce the surjectivity of H0(Y,ωk
Y ) !!H0(Y,OZy ), i.e. ωk

Y separates the
tangent direction in y given by OZy . !

Remarks 4.12 i) Bondal and Orlov give a different proof for the ampleness of
ωk

Y which is maybe less geometric, but has the advantage of working for fields
that are not algebraically closed. They use rather directly the induced bijection
between the sets of closed points of X, respectively Y .

ii) It is noteworthy that the above proof only uses that the equivalence is
graded, i.e. that it commutes with the shift functor, but not that it maps a
distinguished triangle to a distinguished triangle.

A different proof relying on the description that any equivalence is a Fourier–
Mukai transform will be given in Section 6.1 (cf. Proposition 6.1 and Exercise 6.2)
by proving that the (anti-)canonical rings of two smooth projective varieties with
equivalent derived categories are isomorphic. This immediately yields the above
proposition if we assume the same positivity for the two canonical bundles ωX

and ωY .
iii) Yet another proof of the above proposition, relying more on the original

techniques of Gabriel [38] and of Thomason and Trobaugh [113] (see [38]), can
be found in [101].

iv) Once the result is established, the reader might safely forget the notion of
point like and invertible objects. They are not used any further and don’t seen
to appear anywhere else in the theory.

Corollary 4.13 Let C be a curve of genus g(C) .= 1 and let Y be a smooth
projective variety. Then there exists an exact equivalence Db(C) % Db(Y ) if and
only if Y is a curve isomorphic to C.

Proof If g(C) = 0, then C % P1 and ω∗C is ample. If g(C) > 1, then ωC is
ample. In both cases, the result of Bondal and Orlov applies. !

The remaining case of elliptic curves will be discussed in Section 5.2.

Remark 4.14 Kawamata in [63] has refined Proposition 4.11. He shows that
also the nefness of the canonical bundle is preserved. Moreover, his more geomet-
ric approach allows him to construct birational correspondences between varieties
of general type realizing the same derived category. This will be explained in
Proposition 6.3.

4.2 Autoequivalences for ample (anti-)canonical bundle

After having discussed which projective varieties with ample (anti-)canonical
bundle have equivalent derived categories, we now pass on to the question of
how these equivalences are realized. This immediately reduces to a description
of the group of all autoequivalences of the bounded derived category of a smooth
projective variety X. Here and in the sequel an autoequivalence means an exact
k-linear equivalence Db(X) ∼ !!Db(X). The set of all isomorphism classes of
autoequivalences of Db(X) will be denoted Aut(Db(X)).
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Examples 4.15 i) Any automorphism f : X !!X induces the autoequivalence

f∗ : Db(X)
∼

!! Db(X).

Its inverse is given by f∗ : Db(X) ∼ !!Db(X).
ii) The shift functor generates a subgroup of Aut(Db(X)) naturally isomorphic

to Z.
iii) If L is a line bundle on X, then

⊗( ) : Db(X)
∼

!! Db(X)

is yet a third type of equivalence, which is isomorphic to the identity if and only
if L is trivial. Hence, Pic(X) ! " !! Aut(Db(X)).

Exercise 4.16 Show that the set Aut(Db(X)) of all isomorphism classes of
autoequivalences indeed forms a group.

As is shown by the next proposition, any autoequivalence of Db(X), where X
is a projective variety with ample (anti-)canonical bundle, is a composition of
autoequivalences of type i)-iii).

Proposition 4.17 (Bondal, Orlov) Let X be a smooth projective variety with
ample (anti-)canonical bundle.

The group of autoequivalences of Db(X) is generated by: i) automorphisms of
X, ii) the shift functor T , and iii) twists by line bundles.

In other words, one has

Aut(Db(X)) % Z× (Aut(X) " Pic(X)).

Proof In the proof of Proposition 4.11 we have seen that for any autoequi-
valence F : Db(X) !!Db(X) there exists a line bundle M ∈ Pic(X) and an
integer m such that the composition of F with the twist functor M ⊗ ( ) and
the shift functor T−m maps line bundles to line bundles and, more specifically,
OX to OX . So we may assume that F already has this property.

We have furthermore seen that in this situation F (ω⊗k
X ) = ω⊗k

X for all k ∈ Z
and that the induced isomorphism

⊕
H0(X,ωk

X) =
⊕

H0(X,ωk
X) is compatible

with the multiplicative structure.
Thus, F defines an automorphism of the graded ring

⊕
H0(X,ωk

X) and thus
an automorphism ϕ of X % Proj

(⊕
H0(X,ωk

X)
)
. Composing F with the equi-

valence ϕ∗, we obtain an autoequivalence which still maps line bundles to line
bundles, OX to OX , but which also acts as the identity on

⊕
H0(X,ωk

X).
We conclude by proving that any autoequivalence with these properties is in

fact isomorphic to the identity. This is an immediate consequence of Proposi-
tion 4.23, to be discussed in the next section, applied to the ample sequence ω⊗k

X
(cf. Proposition 3.18).
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As the shift functor commutes with line bundle twists and shifts and

ϕ∗(L⊗ E•) % ϕ∗(L)⊗ ϕ∗(E•),

the fact that the autoequivalences i)-iii) generate Db(X) suffices to conclude the
asserted description of Aut(Db(X)) as a group. !

Remark 4.18 Much more interesting is the group Aut(Db(X)) for a smooth
projective variety X with trivial canonical bundle. A complete description in the
case of abelian varieties, due to Mukai and Orlov, will be given in Chapter 9.
The case of K3 surfaces is still largely open, although a conjectural description
has been put forward in [21].

4.3 Ample sequences in derived categories

Let us recall the definition of an ample sequence in an abelian category (see
Section 3.1).

Definition 4.19 Let A be a k-linear abelian category with finite-dimensional
Hom’s. A sequence of objects Li ∈ A, i ∈ Z, is called ample if for any object
A ∈ A there exists an integer i0(A) such that for i < i0(A) one has:

i) The natural morphism Hom(Li, A)⊗k Li
!! !!A is surjective.

ii) If j .= 0 then Hom(Li, A[j]) = 0.
iii) Hom(A, Li) = 0.

Remark 4.20 Let us also recall the following crucial fact proved earlier in
Lemma 2.73: Let Li, i ∈ Z, be an ample sequence in a k-linear abelian category
A of finite homological dimension. Then, considered as objects in the derived
category Db(A), the Li span Db(A).

So, any ample sequence naturally defines a spanning class, but the notion of
an ample sequence is indeed much stronger. E.g. Proposition 4.23 below is an
assertion that could be formulated for any spanning class, but which can only
be proven under the assumption that the spanning class is induced by an ample
sequence.

Let us also mention the following variant of Proposition 1.49. See [92].

Corollary 4.21 (Orlov) Let A be an abelian category of finite homological
dimension with an ample sequence Li ∈ A, i ∈ Z. An exact functor

F : Db(A) !! D

that admits adjoints G ( F ( H is fully faithful if and only if for any j 3 0,
i3 j, and all m one has:

Hom(Li, Lj [m]) % Hom(F (Li), F (Lj)[m]).
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Proof If all i and j are tested, the assertion follows directly from Proposi-
tion 1.49 and the fact that {Li} spans Db(A). A direct proof, also giving this
slightly stronger version, goes as follows.

Let j 3 0, i.e. j smaller than a given (negative) number j0, and con-
sider the adjunction morphism Lj

!!H(F (Lj)). This may be completed to a
distinguished triangle:

Lj !! H(F (Lj)) !! A• !! Lj [1].

The long exact sequence obtained by applying Hom(Li, ), i3 j, together with

Hom(Li, Lj) % Hom(F (Li), F (Lj)) % Hom(Li, H(F (Lj)))

shows that Hom(Li, A•[k]) = 0 for all k and all i 3 j. Proposition 2.73 (or
rather Remark 2.75) then implies A• = 0 and, hence, Lj % H(F (Lj)).

Consider for an arbitrary complex A• ∈ Db(A) the adjunction morphism
G(F (A•)) !!A•. Again, it can be completed to a distinguished triangle

G(F (A•)) !! A• !! B• !! G(F (A•))[1].

Applying Hom( , Lj) to it yields a long exact sequence. Since for j < j0 the
adjunction morphism Lj

!!H(F (Lj)) is an isomorphism, one finds

Hom(G(F (A•)), Lj [k]) % Hom(F (A•), F (Lj)[k])

% Hom(A•, H(F (Lj))[k])

% Hom(A•, Lj [k])

for all k and all j < j0. Thus, Hom(B•, Lj [k]) = 0 for all k and all j < j0.
Applying Proposition 2.73 once more yields B• = 0. Hence, G ◦ F % id which

is enough to conclude that F is fully faithful (cf. Remark 1.24). !

Remark 4.22 If Li, i ∈ Z, is an ample sequence, then Lki, i ∈ Z, is an ample
sequence for any k .= 0. This roughly explains why testing the standard criterion
only for i3 j 3 0 suffices.

Proposition 4.23 (Bondal, Orlov) Let F : Db(A) !!Db(A) be an exact
autoequivalence. Suppose

f : id{Li}
∼

!! F |{Li}

is an isomorphism of functors on the full subcategory {Li} given by an ample
sequence Li in A.

Then there exists a unique extension to an isomorphism

f̃ : id
∼

!! F.

See [15, 92].
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Proof The proof of this statement is not really complicated, but somewhat
lengthy. We will split it into several steps (following closely the presentation
in [92]).

Step 1 We characterize objects in A in terms of the ample sequence as follows:
An object A• ∈ Db(A) is isomorphic to an object in A if and only if

HomDb(A)(Li, A
•[j]) = 0

for all j .= 0 and i3 0.
One direction is immediate and the other one can easily be verified by using

the spectral sequence (see Example 2.70):

Ep,q
2 = HomA(Li, H

q(A•)[p])⇒ HomDb(A)(Li, A
•[p + q]).

(We assume for simplicity that A has enough injectives. Later for A = Coh(X)
we will embed A into Qcoh(X), which has enough injectives, and consider
the spectral sequence there.) Since A• is a bounded complex, its cohomology
is concentrated in, say, [−k, k].

Hence, Ep,q
2 = 0 for |q| > k. Due to condition ii) in the definition, one may

find for any of the finitely many non-trivial cohomology objects Hq(A•) an i0
such that Hom(Li, Hq(A•)[p]) = 0 for i < i0 and all p .= 0. Let us fix one i0 that
works for all of them.

Thus, the spectral sequence is entirely supported on a finite segment of the
vertical axis:

q

∗ 0 0

∗ 0 0

∗ 0 0

''

!! p

Thus, Hom(Li, Hq(A•)) = Hom(Li, A•[q]) for all q and all i < i0. So, if
Hom(Li, A•[j]) = 0 for all j .= 0 and i 3 0, then Hom(Li, Hq(A•)) = 0 for
i 3 0 and q .= 0. Using property i) in the definition of an ample sequence
applied to Hq(A•) shows that Hq(A•) = 0 for q .= 0. Thus, A• is isomorphic to
an object in A.

Step 2 We show that for any A ∈ A also F (A) ∈ A. Indeed, using the assumption
that id % F on {Li} yields

Hom(Li, F (A)[j]) % Hom(F (Li), F (A)[j]) % Hom(Li, A[j]) = 0

for all j .= 0 and i3 0. Step one applies and yields F (A) ∈ A.
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Step 3 The aim of this step is to construct for any object A ∈ A an isomorphism
f̃A : A !! F (A) which is functorial in A and extends f .

Use property i) of {Li} applied to A to construct an exact sequence in A of
the form

0 !! B !! Lk
i

!! A !! 0

with i3 0. (Here and in the rest of this section Lk
i means L⊕k

i .) Its image under
F , which is again a distinguished triangle, is a sequence in A and hence an exact
sequence in A (see Exercise 2.27). We wish to complete the diagram

B
! " !! Lk

i

fk
Li

$$

!! !! A

f̃A

$$

F (B) ! " !! F (Li)k !! !! F (A)

(4.2)

by a unique morphism f̃A : A !! F (A). For the existence, it suffices to show
that the composition g : B !!Lk

i
!! F (Li)k !! F (A) is trivial.

In order to see this, choose a surjection L,j !! !!B for j 3 0 which yields the
commutative diagram

L,j

%%44
444

444
444

444
444

444
444

.. ..*
**

**
**

**
**

*

f"Lj

$$

F (Lj),

%%44
444

444
444

444
444

4
B !! Lk

i

fk
Li

$$

F (Li)k.

(We use here that f : id{Li} % F{Li} is a functor morphism.)
Since the composition L,j !!Lk

i
!!A is trivial, the same is true for its image

F (Lj), !! F (Li)k !! F (A). Hence, the composition of the surjection L,j !! !!B

with g : B !! F (A) is trivial. Hence, g : B !! F (A) is trivial.
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Thus, the desired f̃A : A !! F (A) exists. Its uniqueness follows from the
injectivity of Hom(A, F (A)) !!Hom(Lk

i , F (A)) (we are still working within the
abelian category A).

Let us next show that the morphism A !! F (A) we have constructed does
not depend on the chosen surjection Lk

i
!!A. As any two surjections can

be dominated by a third one, it is enough to consider a situation of the
type

L,j !!

$$

!

Lk
i

$$

!!

!

A

f̃A

$$

F (Lj), !! F (Li)k !! F (A)

where we suppose that f̃A : A !! F (A) is induced as above by the surjection
Lk

i
!!A. Then also the outer rectangle is commutative, but we have seen that

there is a unique choice for A !! F (A) with this property. Hence, f̃A does not
depend on the chosen surjection.

Finally, one proves that f̃A is functorial in A, i.e. that for any ϕ : A1 !!A2
the diagram

A1

ϕ

$$

f̃A1
!! F (A1)

F (ϕ)

$$

A2
f̃A2

!! F (A2)

is commutative.
In order to compute f̃A1 and f̃A2 , we may choose compatible surjections:

Lk
i

!! !!

$$

A1

ϕ

$$
L,j !! !! A2.
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Indeed, Hom(Li, L,j) !!Hom(Li, A2) is surjective for i 3 0, as its cokernel is
contained in Hom(Li, B2[1]) = 0. This yields

F (Li)k

!

$$

!

!! F (A1)

$$

Lk
i

!

::555555555

$$

!! A1

?

##666666666

$$

!

L,j !!

,,##
##
##
##
#

A2

""7
77

77
77

77

F (Lj), !! F (A2).

Using the commutativity of all the marked diagrams and of the exterior one, one
finds that

F (A1)

$$

Lk
i

!! A1

###########

$$
A2

""5
55

55
55

5

F (A2)

yields identical morphisms Lk
i

!! F (A2). Since Lk
i

!! !!A1 is surjective, this is
enough to conclude. (Note that the functoriality of f̃A can also be seen as a
generalization of the fact, proved earlier, that f̃A is independent of all the choices
made.)

Finally, one verifies that the morphism id !! F |A constructed in this way is
in fact an isomorphism.
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Here, we invoke the diagram (4.2) used to define f̃A : A !! F (A):

B

f̃B

$$

! " !! Lk
i

fk
Li

$$

!! !! A

f̃A

$$

F (B) ! " !! F (Li)k !! !! F (A).

(4.3)

The morphism B !! F (B) on the left is indeed f̃B , as it commutes with fLk
i
,

due to the functoriality shown above, and there is only one that does. From
this diagram we immediately conclude that f̃A is surjective and that Ker(f̃A) %
Coker(f̃B). Since a similar diagram with A replaced by B shows that f̃B is
surjective, one finds that f̃A is in fact an isomorphism.
Step 4 In this last step we will define f̃A• for any A• ∈ Db(A) recursively
on the length of the complex A•. More precisely, we will assume that we have
constructed an isomorphism f̃A• : A• !! F (A•) for any complex A• with

length(A•) := max{q1 − q2 | Hq1(A•) .= 0 .= Hq2(A•)} + 1 < N

such that it is functorial in A•. The case of complexes of length one has been
dealt with above, so we assume 1 < N .

Suppose length(A•) = N . Let us write

A• : . . . !! Am−1 !! Am !! 0.

For i 3 0 we may assume that Hom(Hm(A•), Li) = 0 and that there exists a
surjection Lk

i
!! !!Am. We pick one such surjection and consider it as a morphism

Lk
i [−m] !!A•, which then can be completed to a distinguished triangle

Lk
i [−m] !! A• !! B• !! Lk

i [1−m]. (4.4)

Since Hm(Lk
i [−m]) = Lk

i
!! !!Am !! !!Hm(A•), the long cohomology sequence

of this distinguished triangle shows that Hi(B•) % Hi(A•) for i < m − 1 and
Hi(B•) = 0 for i ≥ m. As 1 < N , this shows length(B•) < N and we might,
therefore, use the induction hypothesis. We obtain the following diagram relating
(4.4) and its image under F , which is also distinguished:

Lk
i [−m] !!

fk
Li

$$

A•

f̃A•

$$

!! B•

f̃B•

$$

!

!! Lk
i [1−m]

fk
Li

$$

F (Lk
i )[−m] !! F (A•) !! F (B•) !! F (Lk

i )[1−m].
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Here, f̃A• exists due to TR3. Moreover, it is unique, because the kernel of

Hom(A•, F (A•)) !! Hom(A•, F (B•))

is a quotient of

Hom(A•, F (Lk
i )[−m]) % Hom(A•, Lk

i [−m])

% Hom(Hm(A•), Lk
i ) = 0

(use the usual spectral sequence to prove the isomorphism). Since f̃B• and
fLk

i
are isomorphisms by induction, the newly constructed morphism f̃A• is an

isomorphism as well.
As in the case N = 1, we have to show that the morphism f̃A• is independent

of the choices and that it is functorial in A•. Again, the first follows from the
latter, but for clarity we prove them separately.

As before, in order to prove the independence of the surjection Lk
i

!! !!Am, we
only have to deal with the situation L,j !! !!Lk

i
!! !!Am.

Consider the resulting diagram

F (A•) !! F (B•
1)

$$

L,j [−m] !!

$$

A• !!

!
###########
B•

1

$$

f̃B•
1

;;8888888888

!

Lk
i [−m] !! A• !!

!
""5

55
55

55
55

B•
2

f̃B•
2

661
11

11
11

11
1

F (A•) !! F (B•
2).

Here, the existence of B•
1

!!B•
2 is ensured by TR3 and the commutativity on

the right follows from functoriality of f̃ for all complexes of length < N . Hence,
the different ways to go from A• to F (B•

2) are identical. Using the injectivity of

Hom(A•, F (A•)) !! Hom(A•, F (B•
2))

explained above, this shows that both morphisms L,j !!Am and Lk
i

!!Am

define the same A• !! F (A•).
Finally, we have to prove functoriality. Suppose that ϕ : A• !!C• is a morph-

ism in Db(A) of complexes A• and C• of length ≤ N . In order to conclude, it
will be enough to deduce functoriality of f̃ with respect to this morphism from
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the functoriality with respect to a morphism ϕ1 : A•
1

!!C•
1 with

length(A•
1) ≤ length(A•), length(C•

1 ) ≤ length(C•),

and

length(A•
1) + length(C•

1 ) < length(A•) + length(C•).

Suppose A• and C• are of the form . . . !!An−1 !!An !! 0 !! . . ., respect-
ively . . . !!Cm−1 !!Cm !! 0 !! . . ..

Suppose m < n. Then choose a surjection Lk
i

!!An as before, which induces
a distinguished triangle

Lk
i [−n] !! A• !! B• !! Lk

i [1− n] .

Apply Hom( , C•) to it and use Hom(Li[−n], C•) = 0, as m < n. We find that
Hom(B•, C•) !!Hom(A•, C•) is surjective.

Hence, ϕ : A• !!C• can be lifted to ϕ1 : B• !!C•. By construction, f̃ is
functorial with respect to A• !!B•, but we may also assume that f̃ is functorial
with respect to B• !!C•, for length(B•) < length(A•) and C• has not changed.

This shows the existence of the commutative diagram

A•

ϕ

33

!

!!

f̃A•

$$

B•

!

ϕ1

!!

f̃B•

$$

C•

f̃C•

$$

F (A•) !!

F (ϕ)

<<F (B•)
F (ϕ1)

!! F (C•),

which is what had to be proven.
Suppose now that n ≤ m. Choose a surjection Lk

i
!! !!Cm and construct a

distinguished triangle

Lk
i [−m] !! C•

ψ
!! D• !! Lk

i [1−m]

as before. Since length(D•) < length(C•), the morphism f̃ is functorial with
respect to the composition ϕ1 : A• !!C• !!D•. It is also functorial with
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respect to ψ : C• !!D• by construction. Hence, one has commutative diagrams

A•

ϕ1

33

!
$$

ϕ
!! C•

ψ

!! D•

$$

F (A•)
F (ϕ)

!! F (C•)
F (ψ)

!! F (D•)

and

C•

!

ψ
!!

$$

D•

$$

F (C•)
F (ψ)

!! F (D•).

The combination of both yields the commutative diagram

A•

$$

ϕ
!!

!

C•

f̃C•

661
11

11
11

11
11

F (A•)

F (ϕ) ++9
99

99
99

99
99

F (C•)

F (ψ)

$$

F (C•)
F (ψ)

!! F (D•).

On the other hand, F (ψ) ◦ ( ) : Hom(A•, F (C•)) !!Hom(A•, F (D•)) is
injective, because Hom(A•, F (Lk

i )[−m]) = 0 for m > n and for m = n we have
Hom(Hm(A•), Lk

i ) = 0 for i3 0. Therefore, F (ϕ) ◦ f̃A• = f̃C• ◦ ϕ. !

Note that in the above proof we have really not used that {Li} is a spanning
class of Db(A), which stresses the fact that the assertion is about ample sequences
and not about spanning classes. In particular, we need not assume that A is of
finite homological dimension.

Kawamata successfully used the result of Bondal and Orlov to prove the
following more general result.

As before we let Db(A) be the derived category of an abelian category A of
finite homological dimension with an ample sequence Li, i ∈ Z.

Proposition 4.24 (Kawamata) Let F : Db(A) !!D be an exact fully faith-
ful functor with left and right adjoint G ( F ( H and let F ′ : Db(A) !!D be
another exact functor admitting as well a left and a right adjoint G′ ( F ′ ( H ′.
Furthermore, we suppose that H ◦ F ′ has a right adjoint and that G′ ◦ F has a
left adjoint.

Then any isomorphism

ξ : F |{Li}
∼

!! F ′|{Li}
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of the restrictions of F and F ′ to the full subcategory {Li} ⊂ Db(A) can be
extended uniquely to a functor isomorphism

ξ̃ : F
∼

!! F ′.

See [64].

Proof By Lemma 2.73 any ample sequence in A forms a spanning class in
Db(A). Since F ′ admits left and right adjoint and coincides with the fully faithful
functor F on the spanning class, Proposition 1.49 tells us that also F ′ is fully
faithful. In particular, the adjunction morphisms yield isomorphisms id % H ′◦F ′
and G′ ◦ F ′ % id (cf. Proposition 1.24).

The assumptions imply that G′ ◦ F ( H ◦ F ′. Indeed, one has functorial
isomorphisms Hom(G′ ◦ F , ) % Hom(F , F ′ ) % Hom( , H ◦ F ′). Similarly,
one finds G ◦ F ′ ( H ′ ◦ F .

Since by hypothesis H ◦ F ′ has also a right adjoint, Proposition 1.49 applies
and yields together with H ◦ F ′|{Li} % H ◦ F |{Li} % id|{Li} that H ◦ F ′ is fully
faithful. Similarly, one concludes that G′ ◦ F is fully faithful.

The full faithfulness in turn implies that the natural adjunction morphisms
(G′ ◦ F ) ◦ (H ◦ F ′) !! id and id !! (H ◦ F ′) ◦ (G′ ◦ F ) are isomorphisms, i.e.
G′ ◦ F and H ◦ F ′ are quasi-inverse to each other.

Due to Proposition 4.23, the natural isomorphism

f : id|{Li}
∼

!! H ◦ F |{Li}
H(ξ)

!! H ◦ F ′|{Li}

can be extended uniquely to an isomorphism f̃ : id ∼ !!H ◦ F ′. The composition
of F (f̃) : F ∼ !! F ◦ (H ◦ F ′) with the adjunction gF ′( ) : (F ◦ H) ◦ F ′ !! F ′

yields a canonical functor morphism ξ̃ : F !! F ′. Note that restricted to the
ample sequence {Li} this is nothing but ξ. Moreover, if F is an equivalence,
then gF ′( ) is an isomorphism and thus so is ξ̃, which proves the assertion under
the additional assumption that F is an equivalence.

Let us now show that for an arbitrary fully faithful functor F the morphism
ξ̃A• : F (A•) !! F ′(A•) is an isomorphism for any A• ∈ Db(A). Fix A• and
complete ξ̃A• to a distinguished triangle

F (A•)
ξ̃A•

!! F ′(A•)
ψ

!! B• !! F (A•)[1].

Since the adjoint H is also exact, we obtain a distinguished triangle

H(F (A•))
H(ξ̃A• )

!! H(F ′(A•))
H(ψ)

!! H(B•) !! H(F (A•))[1].
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By construction, the morphism H(ξ̃A•) factorizes as

H(F (A•))

H(F (f̃))

$$

H(ξ̃A• )
!! H(F ′(A•))

H(F (H ◦ F ′))(A•)
∼

!! H((F ◦H)F ′(A•)).

H(gF ′(A•))

''

We know that H(F (f̃)) is an isomorphism. On the other hand, H(g) : H ◦F ◦
H !!H composed with the isomorphism hH : H ∼ !!H ◦F ◦H (by assumption
F is fully faithful!) yields the identity (see Exercise 1.19). Hence, H(g) is an
isomorphism as well. Thus, H(ξ̃A•) is an isomorphism and, therefore, H(B•) % 0.

We show that this is enough to conclude that B• % 0 and hence F (A•) %
F ′(A•). Indeed,

0 = Hom(Li[j], H(B•)) % Hom(F (Li)[j], B•)

% Hom(F ′(Li)[j], B•) % Hom(Li[j], H ′(B•))

for all i and j. Since {Li} is a spanning class, this shows H ′(B•) % 0. But
then ψ ∈ Hom(F ′(A•), B•) = Hom(A•, H ′(B•)) = 0 and hence ψ = 0. Thus,
F (A•) % F ′(A•)⊕B•[−1]. But the projection to B•[−1] must be trivial, because
Hom(F (A•), B•[−1]) = Hom(A•, H(B•)[−1]) = 0. Therefore, B % 0. !

Remarks 4.25 i) We leave it to the reader to modify the above proposition
and its proof in the sense of Corollary 4.21, i.e. we have only to assume that the
two functors coincide on the very negative part of the ample sequence.

ii) The most interesting special case of the above proposition is when both
functors F and F ′ are equivalences and we have seen that the proof simplifies
drastically in this case. But the more general case is needed when one wants
to show that any fully faithful functor F : Db(X) !!Db(Y ) (and not only any
equivalence) is a Fourier–Mukai transform.
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FOURIER–MUKAI TRANSFORMS

This chapter introduces the central notion of a Fourier–Mukai transform between
derived categories. It is the derived version of the notion of a correspondence,
which has been studied for all kinds of cohomology theories (e.g. Chow groups,
singular cohomology, etc.) for many decades.

Functors that are of Fourier–Mukai type behave well in many respects. They
are exact, admit left and right adjoints, can be composed, etc. In fact, Orlov’s
celebrated result, stated as Theorem 5.14 but not proved, says that any equi-
valence between derived categories of smooth projective varieties is of geometric
origin, i.e. of Fourier–Mukai type.

Section 5.2 explains how to study Fourier–Mukai transforms by cohomological
methods. We will show how the cohomological Fourier–Mukai transform behaves
with respect to grading, Hodge structure, and Mukai pairing. This chapter con-
cludes with an easy application to curves by showing that the derived category
of a smooth curve determines the curve uniquely.

Objects in the derived category of coherent sheaves will sometimes be denoted
by E and, when we want to stress that it is not simply a sheaf, by E•. In particular,
a Fourier–Mukai kernel, a notion to be introduced in Section 5.1, is often denoted
P, although it usually is a true complex.

5.1 What it is and Orlov’s result

Let X and Y be smooth projective varieties and denote the two projections by

q : X × Y !! X and p : X × Y !! Y.

Definition 5.1 Let P ∈ Db(X × Y ). The induced Fourier–Mukai transform is
the functor

ΦP : Db(X) !! Db(Y ) , E• ! !! p∗(q∗E• ⊗ P) .

The object P is called the Fourier–Mukai kernel of the Fourier–Mukai trans-
form ΦP .

As before, we denote by p∗, q∗, and ⊗ the derived functors between the derived
categories. Note, however, that q∗ is the usual pull-back, as q is flat, and that
q∗E• ⊗ P is the usual tensor product if P is a complex of locally free sheaves.
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Remark 5.2 In the literature, ΦP is sometimes called an integral functor
which is a Fourier–Mukai transform only when it is an equivalence. We call
X and Y Fourier–Mukai partners, if there exists a Fourier–Mukai transform ΦP
that is an equivalence.

The analogy to the classical Fourier transform is nicely explained in [82]. It
is most striking in the case of abelian varieties as we shall see in Chapter 9.
Roughly, L2-functions are replaced by complexes of coherent sheaves and, in
particular, the usual integral kernel by an object of the derived category in the
product.

As the kernel P can also be used to define an exact functor Db(Y ) !!Db(X)
(in the opposite direction), the simplified notation we have chosen is sometimes

ambiguous. To be more precise, one could write Φ
X !! Y
P to indicate the direction

Db(X) !!Db(Y ) (which is of course useful only if X .= Y ).

Remark 5.3 Any Fourier–Mukai transform is the composition of three exact
functors q∗ : Db(X) !!Db(X × Y ), ( ) ⊗ P : Db(X × Y ) !!Db(X × Y ), and
p∗ : Db(X × Y ) !!Db(Y ). Thus, ΦP is itself exact.

Examples 5.4 Let us show that some of the equivalences already encountered
in these notes are in fact Fourier–Mukai transforms. Geometrically more
interesting ones will be studied in detail in later chapters.

i) The identity

id : Db(X) !! Db(X)

is naturally isomorphic to the Fourier–Mukai transform ΦO∆ with kernel the
structure sheaf O∆ of the diagonal ∆ ⊂ X×X. Indeed, with ι : X ∼ !!∆ ⊂ X×X
denoting the diagonal embedding one has

ΦO∆(E•) = p∗(q∗E• ⊗O∆) = p∗(q∗E• ⊗ ι∗OX)

% p∗(ι∗(ι∗q∗E• ⊗OX)) (projection formula(3.11))

% (p ◦ ι)∗(q ◦ ι)∗E• % E• (as p ◦ ι = id = q ◦ ι ).

ii) Let f : X !! Y be a morphism. Then

f∗ % ΦOΓf
: Db(X) !! Db(Y ),

where Γf ⊂ X × Y is the graph of f .
As a special instance, one may consider cohomology H∗(X, ) as the Fourier–

Mukai transform ΦOX : Db(X) !!Db(Vecf (k)), where X ⊂ X × Spec(k) is
considered as the graph of the projection X !! Spec(k).
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For arbitrary f : X !! Y one may also use OΓf as the kernel for a Fourier–
Mukai transform in the opposite direction which is nothing but the inverse image
f∗ : Db(Y ) !!Db(X).

iii) Let L be a line bundle on X. Then E• ! !! E• ⊗ L defines an autoequi-
valence Db(X) !!Db(X) which is isomorphic to the Fourier–Mukai transform
with kernel ι∗(L), where ι : X ∼ !!∆ ⊂ X ×X is again the diagonal embedding
of X.

iv) The shift functor T : Db(X) !!Db(X) can be described as the Fourier–
Mukai transform with kernel O∆[1].

v) Consider once more the diagonal embedding ι : X ∼ !!∆ ⊂ X ×X. Then

Φι∗ωk
X
% Sk[−nk],

where SX is the Serre functor F• ! !!F• ⊗ ωX [n] with n = dim(X) (see
Definition 3.11).

vi) Suppose P is a coherent sheaf on X×Y flat over X. Consider the Fourier–
Mukai transform ΦP : Db(X) !!Db(Y ). If x ∈ X is a closed point with k(x) %
k, then

Φ(k(x)) % Px,

where Px := P|{x}×Y is considered as a sheaf on Y via the second projection
{x}× Y !! Y .

vii) Let P ∈ Db(X × Y ) be a coherent sheaf on X × Y flat over X. This is
commonly viewed as a family of coherent sheaves Px on Y or as a deformation
of the sheaf Px0 for a distinguished closed point x0 ∈ X. For simplicity we
shall assume k(x0) % k. A tangent vector v at x0 is determined by a subscheme
Zv ⊂ X of length two concentrated in x0 ∈ X. Pulling-back

0 !! k(x) !! OZv
!! k(x) !! 0

and tensoring with P (remember, P is X-flat) yields

0 !! Px0
!! P|Zv×Y

!! Px0
!! 0.

Viewed as a sequence on Y this gives rise to a class in Ext1Y (Px0 , Px0). In this
way we obtain a linear map, the so-called Kodaira–Spencer map,

κ(x0) : Tx0X !! Ext1Y (Px0 , Px0).
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By construction, κ(x0) is compatible with ΦP , i.e. one has the following
commutative diagram:

Tx0X % Ext1X(k(x), k(x))

1

$$

κ(x0)
!! Ext1(Px0 ,Px0)

1

$$

HomDb(X)(k(x0), k(x0)[1])
ΦP

!! HomDb(Y )(Px0 ,Px0 [1]).

Exercise 5.5 Spell out the details in iii) and vi).

Remark 5.6 We have seen and used already, that any equivalence is compa-
tible with Serre duality (cf. Lemma 1.30). This is no longer true for arbitrary
Fourier–Mukai transforms.

For example, if f : X !! Spec(k) then the Fourier–Mukai transform f∗ (see
example ii) above) maps a sheaf F to its cohomology H∗(X, F) and in general

SptH
0(X, F) = H0(X, F) .% Hn(X, F ⊗ ωX)

% H0(X, F ⊗ ωX [dim(X)])

= H0(X, SX(F)).

Clearly, any (exact) equivalence has a left and a right adjoint. This is in fact
true for any Fourier–Mukai transform as we will explain now. More precisely, the
left and the right adjoint of a Fourier–Mukai transform are again Fourier–Mukai
transforms, the kernels of which can be described explicitly.

Definition 5.7 For any object P ∈ Db(X × Y ) we let

PL := P∨ ⊗ p∗ωY [dim(Y )] and PR := P∨ ⊗ q∗ωX [dim(X)],

both objects in Db(X × Y ).

For the definition of the derived dual see p. 78.

Remark 5.8 The induced Fourier–Mukai transforms ΦPR : Db(Y ) !!Db(X)
and ΦPR : Db(Y ) !!Db(X) can equivalently be described as

ΦPL % ΦP∨ ◦ SY respectively ΦPR % SX ◦ ΦP∨ .

Proposition 5.9 (Mukai) Let F = ΦP : Db(X) !!Db(Y ) be the Fourier–
Mukai transform with Fourier–Mukai kernel P. Then

G := ΦPL : Db(Y ) !! Db(X) and H := ΦPR : Db(Y ) !! Db(X)

are left, respectively right adjoint to F . See [79].
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Proof The assertion is a direct consequence of the Grothendieck–Verdier dual-
ity (see Theorem 3.34 or rather Corollary 3.35). Indeed, for any E• ∈ Db(X) and
F• ∈ Db(Y ) one has a sequence of functorial isomorphisms:

HomDb(X)(G(F•), E•)

= HomDb(X)(q∗(PL ⊗ p∗F•), E•)

% HomDb(X×Y )(PL ⊗ p∗F•, q∗E• ⊗ p∗ωY [dim(Y )])

(Grothendieck−Verdier duality)

% HomDb(X×Y )(P∨ ⊗ p∗F•, q∗E•)

% HomDb(X×Y )(p∗F•,P ⊗ q∗E•) (property of the dual, p. 84)

% HomDb(Y )(F•, p∗(P ⊗ q∗E•)) (since p∗ ( p∗)

= HomDb(Y )(F•, F (E•)).

This shows G ( F . A similar calculation proves F ( H. The reader may write
this down as an exercise. An alternative proof can be given using Remarks 5.8
and 1.31. By definition H = SX ◦ G ◦ S−1

Y and, therefore, G ( F yields F ( H
without any further work. !

This is certainly good news: the results of Section 1.3 apply to any Fourier–
Mukai transform. In fact, due to a recent result of Bondal and van den Bergh
(see [16]) any exact functor F : Db(X) !!Db(Y ), whether it is of Fourier–Mukai
type or not, admits left and right adjoints. Here, X and Y are supposed to be
smooth projective in which case their derived categories are saturated.

In order to work out criteria that allow us to decide whether a given kernel
defines a fully faithful functor or an equivalence, we have to consider the com-
positions H ◦F , F ◦H, etc. More generally, we will show that the composition of
two arbitrary Fourier–Mukai transforms is again a Fourier–Mukai transform. We
will give an explicit formula for the Fourier–Mukai kernel of the composition.

Let X, Y , and Z be smooth projective varieties over k a field. Consider objects
P ∈ Db(X ×Y ) and Q ∈ Db(Y ×Z). Then define the object R ∈ Db(X ×Z) by
the formula

R := πXZ∗(π∗XY P ⊗ π∗YZQ),

where πXZ , πXY , and πYZ are the projections from X×Y ×Z to X×Z, X×Y ,
respectively Y × Z.

Proposition 5.10 (Mukai) The composition

Db(X)
ΦP

!! Db(Y )
ΦQ

!! Db(Z)
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is isomorphic to the Fourier–Mukai transform

ΦR : Db(X) !! Db(Z).

See [79].

Proof The proof is not difficult (e.g. Grothendieck–Verdier duality is not
involved); it is the notation that causes most of the trouble. The following
diagram, introducing the notation for all possible projections, might be helpful:

π∗
XY P⊗π∗

YZQ

P

X × Y × Z
πX

==

πZ

>>

πXZ

$$

πXY

??:::
:::

:::
:::

:::
:

πYZ

**''
'''

'''
'''

'''
''

Q

X × Y
q

,,33
33
33
33
3 p

"""
""

""
""

""
Y × Z

u

,,66
66
66
66
6

t

""5
55

55
55

55

X

'''
'''

'''
'''

'''
'''

'

'''
'''

'''
'''

'''
'''

' Y X × Z

R
s

@@;;
;;
;;
;;
;; r

66<
<<

<<
<<

<<
<

Y Z

&&&
&&&

&&&
&&&

&&&
&&&

&

&&&
&&&

&&&
&&&

&&&
&&&

&

X Z

Then the proof consists of writing down the following functorial isomorphisms

ΦR(E•)

= r∗(s∗E• ⊗R)

% r∗ (s∗E• ⊗ πXZ∗(π∗XY P ⊗ π∗YZQ))

% r∗ (πXZ∗(π∗XE• ⊗ π∗XY P ⊗ π∗Y ZQ)) (projection formula)

% πZ∗(π∗XY (q∗E• ⊗ P)⊗ π∗YZQ) (use r ◦ πXZ = πZ)

% t∗πYZ∗(π∗XY (q∗E• ⊗ P)⊗ π∗YZQ) (use t ◦ πYZ = πZ)

% t∗(πY Z∗π
∗
XY (q∗E• ⊗ P)⊗Q) (projection formula)

% t∗(u∗p∗(q∗E• ⊗ P)⊗Q) (πYZ∗ ◦ π∗XY = u∗ ◦ p∗ see (3.18))

= t∗(u∗ΦP(E•)⊗Q) = ΦQ (ΦP(E•)) .

!

Remark 5.11 If the composition ΦQ ◦ ΦP is not an equivalence, then the
kernel R is in general not unique. The above choice of R is the natural one, e.g.
with respect to the adjoint functors. More precisely, if R is given as above as
πXZ∗(π∗XY P ⊗ π∗YZQ) then RR % πXZ∗(π∗XY PR ⊗ π∗YZQR) and similarly for RL.
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Indeed, applying Grothendieck–Verdier duality yields

RR % R∨ ⊗ s∗ωX [dim(X)] % Hom(R,OX×Z)⊗ s∗ωX [dim(X)]

% πXZ∗Hom(π∗XY P ⊗ π∗YZQ,π∗Y ωY [dim(Y )])⊗ s∗ωX [dim(X)]

% πXZ∗(π∗XY (P∨ ⊗ q∗ωX [dim(X)])⊗ π∗YZ(Q∨ ⊗ u∗ωY [dim(Y )]))

% πXZ∗(π∗XY PR ⊗ π∗YZQR).

Exercise 5.12 Let P ∈ Db(X × Y ) and Φ := ΦP : Db(X) !!Db(Y ) be the
associated Fourier–Mukai transform. Verify the following assertions:

i) For f : Y !!Z the composition f∗ ◦ Φ is isomorphic to the Fourier–Mukai
transform with kernel (idX × f)∗P ∈ Db(X × Z).

ii) For f : Z !! Y the composition f∗ ◦ Φ is isomorphic to the Fourier–Mukai
transform with kernel (idX × f)∗P ∈ Db(X × Z).

iii) For g : W !!X the composition Φ ◦ g∗ is isomorphic to the Fourier–Mukai
transform with kernel (g × idY )∗P ∈ Db(W × Y ).

iv) For g : X !!W the composition Φ ◦ g∗ is isomorphic to the Fourier–Mukai
transform with kernel (g × idY )∗P ∈ Db(W × Y ).

Exercise 5.13 Consider two kernels Pi ∈ Db(Xi × Yi), i = 1, 2, and their
exterior tensor product P1 ! P2 ∈ Db((X1 ×X2)× (Y1 × Y2)).

i) Consider the induced Fourier–Mukai transforms ΦPi : Db(Xi) !!Db(Yi),
i = 1, 2, and ΦP1"P2 : Db(X1 ×X2) !!Db(Y1 × Y2). Show that there exist
isomorphisms

ΦP1"P2(F
•
1 ! F•

2 ) % ΦP1(F•
1 ) ! ΦP2(F•

2 ),

which are functorial in F•
i ∈ Db(Xi), i = 1, 2.

ii) Show for R ∈ Db(X1 × X2) and its image S := ΦP1"P2(R) ∈ Db(Y1 × Y2)
the commutativity of the following diagram (see [94]):

Db(X1)

ΦR

$$

Db(Y1)
ΦP1

88

ΦS

$$

Db(X2)
ΦP2

!! Db(Y2).

Note that P1 is this time used to define a Fourier–Mukai transform in the
opposite direction Db(Y1) !!Db(X1).

Let us next try to clarify the relation between arbitrary functors and those of
Fourier–Mukai type. The answer is given by the following celebrated theorem of
Orlov.
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Theorem 5.14 (Orlov) Let X and Y be two smooth projective varieties and
let

F : Db(X) !! Db(Y )

be a fully faithful exact functor. If F admits right and left adjoint functors, then
there exists an object P ∈ Db(X × Y ) unique up to isomorphism such that F is
isomorphic to ΦP :

F % ΦP .

Proof We refrain from giving a proof of this highly non-trivial statement. There
are two accounts of it in the literature: the original one due to Orlov in [92, 94]
and another one due to Kawamata [64]. The proof uses Postnikov systems [39].

The assumption on the existence of the adjoint functor can be weakened or
dropped altogether. Indeed, due to Remark 1.31 the existence of one of the two
implies the existence of the other. The much deeper result in [16] ensures the
existence of both adjoint functors at once. !

From a geometric point of view one might simply restrict one’s attention to
Fourier–Mukai transforms from the very beginning. This would avoid this diffi-
cult existence result altogether. (Note also that in more general situations, i.e.
twisted derived categories, the existence of the kernel is not always known, not
even for equivalences.)

In view of Orlov’s result one might wonder whether any exact functor is
a Fourier–Mukai transform. As a warning, that one might lose information
when we pass from objects in the derived category of the product to Fourier–
Mukai functors, we include the following example that was communicated to me
independently by A. Căldăraru and D. Orlov, see [29].

Examples 5.15 Let E be an elliptic curve. Consider O∆ as an object of the
derived category of Db(E×E). Using Serre duality on the product, one finds that
Ext2(O∆,O∆) is one-dimensional. Thus, there exists a non-trivial morphism

ϕ : O∆ !! O∆[2]

in Db(E × E).
As in general any morphism between objects on the product induces a morph-

ism between their associated Fourier–Mukai transforms, this ϕ yields a morphism
Φϕ : ΦO∆

!!ΦO∆[2]. Note that both Fourier–Mukai transforms are equivalences,
in fact ΦO∆ = id and ΦO∆[2] is the double shift F• ! !!F•[2].

Now, one proves that Φϕ is zero, although ϕ is not. Indeed, for a sheaf F on
E one has ΦO∆(F) = F and ΦO∆[2](F) = F [2]. As Ext2(F ,F) = 0 (since E
is one-dimensional), the map Φϕ(F) must be trivial. To conclude, one uses the
fact that any object in Db(E) is isomorphic to a direct sum of shifted sheaves
(see Corollary 3.15) and, therefore, Φϕ(F•) : F• !!F•[2] is trivial for any F• ∈
Db(E).
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Exercise 5.16 Verify the last conclusion.

Orlov’s theorem is most often applied to equivalences:

Corollary 5.17 Let F : Db(X) ∼ !!Db(Y ) be an equivalence between the
derived categories of two smooth projective varieties. Then F is isomorphic to
a Fourier–Mukai transform ΦP associated to a certain object P ∈ Db(X × Y ),
which is unique up to isomorphism. !

Exercise 5.18 Show that ΦP is an equivalence if and only if the following two
conditions are satisfied:

i) π13∗(π∗12P ⊗ π∗23PL) % O∆X and
ii) π13∗(π∗12PL ⊗ π∗23P) % O∆Y .

Here, we view P and PL as objects in Db(X ×Y ), respectively in Db(Y ×X).
Of course, a similar criterion works for PL replaced by PR.

Exercise 5.19 Use the uniqueness statement of Orlov’s result and the descrip-
tion of the right and left adjoint functors of a Fourier–Mukai transform, in order
to show the following description of the derived dual of O∆:

O∨∆ % O∆[−n]⊗ p∗ω∗X % O∆[−n]⊗ q∗ω∗X ,

where ∆ ⊂ X×X is the diagonal of an n-dimensional smooth projective variety.
Of course, alternative proofs of this statement exist (see Corollary 3.40).

Exercise 5.20 Let Pi ∈ Db(Xi ×Xi), i = 1, 2, be objects such that

ΦPi : Db(Xi) !! Db(Yi)

are equivalences.
Show that the exterior tensor product P1 ! P2 ∈ Db((X1 ×X2)× (Y1 × Y2))

defines an equivalence

ΦP1"P2 : Db(X1 ×X2) !! Db(Y1 × Y2).

For an alternative proof, at least for the fact that this functor is fully faithful,
see Corollary 7.4 and Exercise 7.14.

The following assertion had already been stated (and proven) as Proposi-
tion 4.1. We nevertheless outline another and more geometric proof here, which
uses the existence and uniqueness of the Fourier–Mukai kernel.

Corollary 5.21 Let X and Y be smooth projective varieties with equivalent
derived categories Db(X) and Db(Y ). Then dim(X) = dim(Y ).

Proof The following argument is taken from [63].
By Orlov’s result we know that any equivalence F : Db(X) ∼ !!Db(Y ) is of the

form ΦP for some P ∈ Db(X × Y ). Moreover, F has a left adjoint given as the
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Fourier–Mukai functor Db(Y ) !!Db(X) with kernel PL = P∨ ⊗ p∗ωY [dim(Y )]
and a right adjoint Db(Y ) !!Db(X) given as the Fourier–Mukai transform with
kernel PR = P∨ ⊗ q∗ωX [dim(X)] (see Proposition 5.9).

Since F is an equivalence, its right and left adjoints are both quasi-inverse to
F . Using the uniqueness of the Fourier–Mukai kernel, we conclude that PL and
PR are isomorphic objects in Db(X × Y ).

Hence,

P∨ % P∨ ⊗ (p∗ωX ⊗ q∗ω∗Y [dim(X)− dim(Y )]) .

With P∨ an object of a bounded derived category, this immediately yields
dim(X) = dim(Y ). !

Remark 5.22 In the proof we have tacitly deduced one of the standard facts
that is used over and over again, namely that the kernel P ∈ Db(X × Y ) of a
Fourier–Mukai transformation ΦP which is an equivalence satisfies

P ⊗ q∗ωX % P ⊗ p∗ωY .

We will come back to this necessary criterion in Proposition 7.6. There it will be
turned into a sufficient criterion for a fully faithful functor to be an equivalence.

Here is another nice application of Orlov’s existence result.

Corollary 5.23 Suppose Φ : Db(X) % Db(Y ) is an equivalence such that for
any closed point x ∈ X there exists a closed point f(x) ∈ Y with

Φ(k(x)) % k(f(x)).

Then f : X !! Y defines an isomorphism and Φ is the composition of f∗ with
the twist by some line bundle M ∈ Pic(Y ), i.e.

Φ % (M ⊗ ( )) ◦ f∗.

Proof In the first step one shows that there exists a morphism X !! Y which
on the set of closed points induces the given map f .

If we think of Φ as a Fourier–Mukai transform ΦP , then Lemma 3.31 implies
that P is an X-flat sheaf on X×Y . By assumption P|{x}×Y % k(f(x)). Choosing
local sections of P shows that it indeed defines a morphism X !! Y inducing f
on the closed points. By abuse of notation, the morphism will again be called f .

Next, one uses the assumption that Φ is an equivalence to prove that f is
an isomorphism. Since the sheaves k(x) span Db(X), their images span Db(Y ).
Thus, if y ∈ Y is a closed point, then there exists a closed point x ∈ X and an
integer m with Hom(Φ(k(x)), k(y)[m]) .= 0. This implies that any k(y) is of the
form k(f(x)) for some closed point x ∈ X, i.e. f is surjective on the set of closed
points.

Similarly, two different points x1 .= x2 ∈ X give rise to two different points
f(x1) .= f(x2), i.e. f is injective. In characteristic zero, this already suffices to
conclude that f as a morphism between two smooth varieties is an isomorphism.
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Without this assumptions, one argues by using a quasi-inverse Φ−1 to produce
an honest inverse f−1.

Eventually, P considered as a sheaf on its support, which is the graph of
f , is a sheaf of constant fibre dimension one and hence a line bundle. Using
supp(P) ∼ !! Y given by the second projection allows us to view this line bundle
as a line bundle M on Y . !

Orlov’s existence result can also be used to give a somewhat round-about proof
of the classical result of Gabriel saying that the abelian category of coherent
sheaves on a scheme determines the scheme.

Corollary 5.24 (Gabriel) Suppose X and Y are smooth projective varieties.
If there exists an equivalence Coh(X) % Coh(Y ), then X and Y are isomorphic.

Proof Clearly, any equivalence

Φ0 : Coh(X)
∼

!! Coh(Y )

between the abelian categories can be extended to an equivalence

Φ : Db(X)
∼

!! Db(Y )

of their derived categories.
A sheaf F ∈ Coh(X) is called indecomposable if any non-trivial surjection

F !! !! G with G ∈ Coh(X) is an isomorphism. It is not difficult to show that any
indecomposable sheaf is of the form k(x) with x ∈ X a closed point.

The equivalence Φ0 : Coh(X) ∼ !!Coh(Y ) sends an indecomposable object to
an indecomposable one. Hence, for any closed point x ∈ X there exists a closed
point y ∈ Y with Φ0(k(x)) % k(y). This continues to hold for the extension
Φ : Db(X) ∼ !!Db(Y ). By Corollary 5.23 this implies that Φ is of the form
F• ! !!M ⊗ f∗F• for some isomorphism f : X ∼ !! Y and some line bundle M
on Y .

Note that we have not only proved that X and Y are isomorphic, but that
in fact any equivalence between their abelian categories is of the special form
F ! !!M ⊗ f∗F . !

5.2 Passage to cohomology

In this section we only consider smooth projective varieties over the complex
numbers. We usually will not distinguish between a projective variety and the
associated complex manifold. In particular, we will tacitly use the equivalence of
the category of coherent sheaves on a projective variety and the category of ana-
lytic coherent sheaves on the associated complex manifold. When not mentioned
otherwise, it is the Zariski topology that will be considered.
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Let F• be a bounded complex of coherent sheaves F i, i.e. F• ∈ Db(X). To
such a complex we associate the element

[F•] :=
∑

(−1)i[F i] ∈ K(X)

in the Grothendieck group K(X). By definition [E0] + [E2] = [E1] in K(X) for
any short exact sequence

0 !! E0 !! E1 !! E2 !! 0.

As any coherent sheaf on the smooth variety X admits a finite locally free res-
olution, the elements of K(X) can be written as linear combinations

∑
ai[E i]

with Ei locally free sheaves. This allows us to define a ring structure on K(X)
by setting

[E1] · [E2] := [E1 ⊗ E2]

for locally free sheaves Ei. With this definition, the trivial line bundle OX

becomes the identity element in K(X).
To pass from the derived category Db(X) to K(X) one first defines the map

Db(X) !! K(X), F• ! !! [F•] =
∑

(−1)i[F i].

Note that [F•[k]] = (−1)k[F•] and [F•
1 ⊕ F•

2 ] = [F•
1 ] + [F•

2 ].
Observe that by the definition of K(X) one has

[F•] =
∑

(−1)i[Hi(F•)] ∈ K(X).

In particular, two isomorphic (in Db(X)) complexes F• % E• ∈ Db(X) define
the same element in K(X), i.e. F• ! !! [F•] is defined on the set of isomorphism
classes of objects in Db(X).

The derived tensor product of complexes is the ordinary tensor product
for complexes of locally free sheaves. Hence [F•

1 ⊗ F•
2 ] = [F•

1 ] · [F•
2 ]. Thus,

Db(X) !!K(X), F• ! !! [F•] is compatible with the additive and the multi-
plicative structures given on both sides.

The Grothendieck group K(X) is contravariant in the sense that for any
morphism f : X !! Y the pull-back F ! !! f∗F for locally free sheaves defines
a ring homomorphism f∗ : K(Y ) !!K(X).

In order to view K(X) covariantly, one defines for any coherent sheaf F on X
the generalized direct image

f![F ] :=
∑

(−1)i[Rif∗(F)]

(here we assume that f is projective or proper). This yields a group
homomorphism:

f! : K(X) !! K(Y )

for any projective morphism f : X !! Y .
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Both maps are compatible with derived pull-back and derived direct image,
i.e. for any f : X !! Y there are two commutative diagrams of the form

Db(Y )
f∗

!!

[ ]

$$

!

Db(X)

[ ]

$$

K(Y )
f∗

!! K(X)

Db(X)
f∗

!!

[ ]

$$

!

Db(Y )

[ ]

$$

K(X)
f!

!! K(Y ).

(Recall that we write f∗ and f∗ for the derived functors Lf∗, respectively Rf∗.)
For the pull-back this is rather obvious, as we may represent any complex by

a complex F• of locally free sheaves F i and f∗ can be computed by applying it
to any F i.

In order to see the compatibility of the direct image, one has to show that
[Rf∗E•] =

∑
(−1)i[Rif∗E•] equals

f![E•] =
∑

(−1)if![Hi(E•)] =
∑

(−1)i
∑

(−1)j [Rjf∗Hi(E•)]

which is a consequence of the Leray spectral sequence (3.3)

Ep,q
2 = Rpf∗Hq(E•)⇒ Rp+qf∗(E•)

and the observation
∑

(−1)i[Ep+ir,q−ir+i
r ] =

∑
(−1)i[Ep+ir,q−ir+i

r+1 ]

and hence
∑

(−1)p+q[Ep,q
r ] =

∑
(−1)p+q[Ep,q

r+1].

In complete analogy to the definition of the Fourier–Mukai functor ΦP one
defines the K-theoretic Fourier–Mukai transform. Let e ∈ K(X × Y ) be a given
class in the Grothendieck group of the product of two projective varieties X and
Y . Then, one defines

ΦK
e : K(X) !! K(Y ), f ! !! p!(e⊗ q∗(f)).

Due to the aforementioned compatibilities, the two Fourier–Mukai maps
commute:

Db(X)
ΦP

!!

[ ]

$$

!

Db(Y )

[ ]

$$

K(X)
ΦK

[P]

!! K(Y ).
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Remarks 5.25 i) In fact, the passage from a Fourier–Mukai transform between
the derived categories of two varieties to a Fourier–Mukai transform of their
K-groups does not really require the existence of a Fourier–Mukai kernel. Indeed,
any exact functor F : Db(X) !!Db(Y ) induces a group homomorphism FK :
K(X) !!K(Y ) that commutes with the projections [ ] : Db !!K.

ii) So far, everything works for varieties over arbitrary fields. We could in fact
go on without any further assumption on the field and consider the Fourier–
Mukai transform on the level of the Chow groups CH∗(X), respectively CH∗(Y ).
As Chow groups and K-groups are actually isomorphic after tensoring with Q
and we therefore would not gain much, we shall pass directly to cohomology
where the assumption that the ground field is C comes in.

We next wish to descend further and consider a cohomological Fourier–Mukai
transform for rational cohomology H∗(X, Q). Here and in the sequel, H∗(X, Q)
denotes the cohomology of the constant sheaf Q on the associated complex man-
ifold X. Recall that H∗(X, Q) has a natural ring structure. The product of two
classes α,β ∈ H∗(X, Q) will be written α.β or, simply, αβ. Any morphism (or
continuous map) f : X !! Y induces a ring homomorphism

f∗ : H∗(Y, Q) !! H∗(X, Q).

If X and Y are compact and connected, e.g. X and Y projective varieties,
we may use Poincaré duality Hi(X, Q) % H2 dim(X)−i(X, Q)∗ and Hi(Y, Q) %
H2 dim(Y )−i(Y, Q)∗ to define

f∗ : H∗(X, Q) !! H∗+2 dim(Y )−2 dim(X)(Y, Q).

as the dual map. With this definition, the projection formula f∗(f∗α.β) =
α.f∗(β) holds.

For any cohomology class α ∈ H∗(X × Y, Q) one introduces

ΦH
α : H∗(X, Q) !! H∗(Y, Q), β ! !! p∗(α.q∗(β)).

The standard way to pass from the Grothendieck group K(X) down to
cohomology is via the Chern character

ch : K(X) !! H∗(X, Q).

For the definition of the Chern character we refer, e.g. to [37, 45]. The underlying
idea for its definition is that the Chern character is additive and that for a line
bundle L one has

ch(L) = exp(c1(L)) =
∑

c1(L)i/i!.

The first Chern class c1 can be defined as the image of L ∈ Pic(X) = H1(X, O∗X)
under the boundary map H1(X, O∗X) !!H2(X, Z) of the exponential sequence.
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Reducing to line bundles is achieved by passing to certain fibre bundles over X
where the pull-back of a given vector bundle can be described as a successive
extension of line bundles.

However, the Chern character does not, in general, commute with the Fourier–
Mukai transform on K-groups and cohomology. At this point the Todd class td
has to be taken into account. By definition, the Todd class td is multiplicative,
i.e. td(E1 ⊕E2) = td(E1).td(E2), and td(L) of a line bundle L is defined by the
formal power series

td(L) =
c1(L)

1− exp(−c1(L))
.

For a smooth variety one writes td(X) instead of td(TX). The key to the compa-
tibility of the various Fourier–Mukai transforms is the Grothendieck–Riemann–
Roch formula (see [37]):

Theorem 5.26 Let f : X !! Y be a projective morphism of smooth projective
varieties. Then for any e ∈ K(X) one has

ch(f!(e)).td(Y ) = f∗ (ch(e).td(X)) . (5.1)

The Hirzebruch–Riemann–Roch formula can be viewed as the special case of
the structure morphism f : X !! Spec(k):

Corollary 5.27 For any e ∈ K(X) one has

χ(e) =
∫

X
(ch(e).td(X)) .

More precisely, for E• ∈ Db(X) this reads
∑

i

(−1)iχ(E i) = χ(E•) =
∫

X
(ch(E•).td(X)) ,

where by abuse of notation, we write ch(E•) for ch([E•]).

Definition 5.28 One defines the Mukai vector of a class e ∈ K(X) or of an
object E• ∈ Db(X) as the cohomology class

v(e) := ch(e).
√

td(X) respectively v(E•) := v([E•]) = ch(E•).
√

td(X).

The square root
√

td(X) is a cohomology class whose square is td(X). Using
the fact that the degree zero term of td(X) is 1 ∈ H0(X, Q), its existence can
be shown by a formal (but finite) power series calculation. Clearly, by definition
the induced map

v : K(X) !! H∗(X, Q)

is additive.
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Corollary 5.29 Let e ∈ K(X × Y ). Then

ΦH
v(e)

(
ch(f).

√
td(X)

)
= ch

(
ΦK

e (f)
)
.
√

td(Y )

for any f ∈ K(X). In other words, the following diagram commutes

K(X)
ΦK

e
!!

v

$$

K(Y )

v

$$

H∗(X, Q)
ΦH

v(e)

!! H∗(Y, Q).

Proof The assertion follows immediately from the commutativity of the
following diagrams

K(X)

v

$$

q∗

!! K(X × Y )

v
√

td(Y )
−1

$$

.e
!! K(X × Y )

p!
!!

v
√

td(X)

$$

K(Y )

v

$$

H∗(X)
q∗

!! H∗(X × Y )
.v(e)

!! H∗(X × Y )
p∗

!! H∗(Y ).

The commutativity of the first two is easily deduced from the projection formula.
The commutativity of the last one is a consequence of the Grothendieck–
Riemann–Roch formula (5.1). !

Remark 5.30 The cohomological Fourier–Mukai transform ΦH
α neither

respects the grading of H∗ nor the multiplicative structure (not even for
α = v(e)).

Let P ∈ Db(X × Y ) be the kernel of a Fourier–Mukai transform

ΦP : Db(X) !! Db(Y ).

In the sequel, we will denote the induced cohomological Fourier–Mukai transform
ΦH
α with kernel α := v(P) = ch(P).

√
td(X × Y ) simply by

ΦH
P : H∗(X, Q) !! H∗(Y, Q).

With all characteristic classes (td, ch, etc.) being even, ΦH
P surely respects the

parity, i.e.

ΦH
P (Heven(X)) ⊂ Heven(Y ) and ΦH

P
(
Hodd(X)

)
⊂ Hodd(Y ).
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Remark 5.31 Note that one does not know how to associate a cohomolo-
gical Fourier–Mukai transform to an equivalence F : Db(X) !!Db(Y ) without
using the existence of the kernel P, the main problem being that in general the
Chern character ch : K(X)Q

!!H∗(X, Q) is not surjective, i.e. often cohomology
classes of objects in Db(X) span a proper subspace of H∗(X, Q).

Lemma 5.32 Let ΦP : Db(X) !!Db(Y ) and ΦQ : Db(Y ) !!Db(Z) be two
Fourier–Mukai transforms and let ΦR : Db(X) !!Db(Z) their composition
given as in Proposition 5.10. Then

ΦH
R = ΦH

Q ◦ ΦH
P .

Proof As the proof is completely analogous to the proof of Proposition 5.10,
we leave this to the reader. (Exercise!) !

Note that the analogous statement for the K-theoretic Fourier–Mukai trans-
form, i.e. ΦK

[R] = ΦK
[Q] ◦ΦK

[P], is trivial due to the surjectivity of Db !!K. Except
for very special varieties we cannot expect that K !!H∗ is surjective; the image
of the Mukai vector

v : K(X) !! H∗(X, Q)

might be very small compared to the full cohomology H∗(X, Q). So, it is a nice
surprise to have, nevertheless, the following

Proposition 5.33 If P ∈ Db(X × Y ) defines an equivalence

ΦP : Db(X)
∼

!! Db(Y )

then the induced cohomological Fourier–Mukai transform

ΦH
P : H∗(X, Q)

∼
!! H∗(Y, Q)

is a bijection of rational vector spaces.

Proof If ΦP is an equivalence, then

ΦPR ◦ ΦP % ΦO∆(% id) and ΦP ◦ ΦPR % ΦO∆(% id).

Also recall that O∆ is the only object on the product that induces the identity
Fourier–Mukai transform.

Due to the above lemma one has

ΦR % ΦQ ◦ ΦP ⇒ ΦH
R = ΦH

Q ◦ ΦH
P ,

where R = πXZ∗(π∗XY P ⊗ π∗YZQ) as in Proposition 5.10. Thus, we can conclude
that

ΦH
PR
◦ ΦH

P = ΦH
O∆

and ΦH
P ◦ ΦH

PR
= ΦH

O∆
.
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Now, in order to ensure that ΦH
PR

: H∗(Y, Q) !!H∗(X, Q) is indeed inverse to
ΦH

P , it suffices to show that ΦH
O∆

= id.
Use the Grothendieck–Riemann–Roch formula (5.1) for the diagonal embed-

ding ι : X ∼ !!∆ ! " !! X ×X:

ch(O∆).td(X ×X) = ι∗ (ch(OX).td(X)) = ι∗td(X).

Dividing by
√

td(X ×X) and using ι∗
√

td(X ×X) = td(X) yields

ch(O∆).
√

td(X ×X) = ι∗(1).

Hence,

p∗
(
q∗(β).ch(O∆).

√
td(X ×X)

)

= p∗ (q∗(β).ι∗(1)) = p∗ (ι∗(ι∗q∗(β))) = β,

as p ◦ ι = q ◦ ι = id. !

Exercise 5.34 Show that v(O∆) = [∆].

Exercise 5.35 Show that ΦK
P : K(X) !!K(Y ) is an isomorphism of additive

groups if ΦP : Db(X) !!Db(Y ) is an equivalence.

Exercise 5.36 Consider the shift functor T : Db(X) !!Db(X) (which is
a Fourier–Mukai transform due to iv), Example 5.4). Show that the induced
cohomological Fourier–Mukai transform TH acts by multiplication with −1.

Exercise 5.37 Let L ∈ Pic(X) and Φ := L ⊗ ( ) : Db(X) !!Db(X). Show
that ΦH is given by multiplication with ch(L) = exp(c1(L)). In particular, ΦH

does not respect the cohomological degree as long as c1(L) .= 0.

Exercise 5.38 Use the fact that all characteristic classes of the kernel P of a
Fourier–Mukai equivalence ΦP : Db(X) ∼ !!Db(Y ) are even cohomology classes
to deduce equality of the Euler numbers, i.e. e(X) = e(Y ).

Let us now consider in addition the Hodge structure on H∗(X, Q). Since X is
a smooth projective variety over C, Hodge theory tells us that there is a natural
direct sum decomposition

Hn(X, C) =
⊕

p+q=n

Hp,q(X)

with Hp,q = Hq,p. Moreover, Hp,q(X) % Hq(X,Ωp).
The Chern classes, and hence all characteristic classes, are classes of type (p, p).

Thus, the Mukai vector factorizes over the algebraic part of the cohomology

v( ) = ch( ).
√

td(X) : K(X) !! ⊕Hp,p(X) ∩H2p(X, Q).
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Proposition 5.39 If ΦP : Db(X) ∼ !!Db(Y ) is an equivalence, then the
induced cohomological Fourier–Mukai transform ΦH

P : H∗(X, Q) !!H∗(Y, Q)
yields isomorphisms

⊕

p−q=i

Hp,q(X) %
⊕

p−q=i

Hp,q(Y ) (5.2)

for all i = −dim(X), . . . , 0, . . . ,dim(X).

Proof As we have seen that ΦH
P defines an isomorphism of the rational

cohomology groups, it suffices to show that its C-linear extension satisfies

ΦH
P (Hp,q(X)) ⊂

⊕

r−s=p−q

Hr,s(Y ).

Consider the Künneth decomposition of ch(P).
√

td(X × Y ), which is of the
form

∑
αp′,q′ ! βr,s with αp′,q′ ∈ Hp′,q′

(X) and βr,s ∈ Hr,s(Y ). Moreover, only
terms with p′+r = q′+s contribute, for the class ch(P).

√
td(X × Y ) is algebraic,

i.e. a sum of terms of type (t, t).
For α ∈ Hp,q(X) only those terms in

∑
αp′,q′ ! βr,s with

(p, q) + (p′, q′) = (dim(X),dim(X))

contribute to ΦH
P (α). In fact,

ΦH
P (α) =

∑(∫

X
α ∧ αp′,q′

)
βr,s ∈

⊕
Hr,s(Y ).

Hence, p− q = q′ − p′ = r − s. !

Remark 5.40 There is a construction that works over any field, which uses
Hochschild cohomology in order to associate to any derived equivalence a vector
space isomorphism

⊕

p+q=i

Hp(X,
∧q

TX ⊗ ωX) %
⊕

p+q=i

Hp(Y,
∧q

TY ⊗ ωY ).

As Hp(X,
∧q TX ⊗ ωX) % Hp(X,Ωn−q

X ) with n = dim(X), this can also be
interpreted as an isomorphism

⊕

p−q=i−n

Hp(X,Ωq
X) %

⊕

p−q=i−n

Hp(Y,Ωq
X). (5.3)

which is of the same form as the one in (5.2).
Note however that (5.2) and (5.3) are not supposed to commute; an extra

factor
√

td has to be put in on both sides. For more details see Remark 6.3.

It turns out that ΦH
P : H∗(X, Q) ∼ !!H∗(Y, Q) associated to an equivalence

ΦP : Db(X) ∼ !!Db(Y ) is also compatible with a natural quadratic form that
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can be defined on H∗(X, Q). This was first observed by Mukai in the case of K3
surfaces. The general definition was recently given by Căldăraru in [28].

The basic idea is the following. If ΦP : Db(X) ∼ !!Db(Y ) is an equival-
ence, then for any E•, F• ∈ Db(X) one finds, using the induced isomorphism
Exti

X(E•,F•) % Exti
Y (ΦP(E•),ΦP(F•)), the equality

χ (E•,F•) = χ (ΦP(E•),ΦP(F•)) . (5.4)

(Here, by definition, χ(E•, F•) :=
∑

(−1)i dim Exti(E•, F•).) If both sides can
be understood as a bilinear pairing of the Mukai vectors, then one might expect
that ΦH

P respects this pairing also for classes that are not in the image of the
Mukai vector.

Using the Hirzebruch–Riemann–Roch formula, χ(E•,F•) can be expressed as

χ(E•, F•) = χ(X, E•∨ ⊗ F•) =
∫

X
ch(E•∨).ch(F•).td(X)

=
∫

X

(
ch(E•∨).

√
td(X)

)
.
(
ch(F•).

√
td(X)

)
.

Now, ch(F•).
√

td(X) = v(F•). But how can ch(E•∨).
√

td(X) be expressed in
terms of v(E•)? The answer is given by the following lemma. To formulate it, let
us introduce v∨ :=

∑
(−1)kvk for any v =

∑
vk ∈

⊕
H2k(X, Q). This operation

is easily checked to be multiplicative (see ii), Exercise 5.43).

Lemma 5.41 With this notation one has

v(E•∨) = ch(E•∨).
√

td(X) = v(E•)∨. exp(c1(X)/2).

Proof Since ck(E∨) = (−1)kck(E) for any locally free sheaf E , the Chern
character satisfies ch(E•∨) = ch(E•)∨ and hence

v(E•∨) = ch(E•∨).
√

td(X) = v(E•)∨.

( √
td(X)

√
td(X)

∨

)

.

It therefore suffices to prove
√

td(X) =
√

td(X)
∨
. exp(c1(X)/2) or, equivalently,

td(X) = td(X)∨. exp(c1(X)). The latter can easily be deduced from the splitting
principle by writing td(X) =

∏ γi

1−exp(−γi) and

td(X)∨. exp(c1(X)) =
∏ (−γi)

1− exp(γi)
.
∏

exp(γi).

!

With this observation in mind, the following definition seems very natural.

Definition 5.42 Let v =
∑

vj ∈
⊕

Hj(X, C). Then one defines the dual of v
by

v∨ :=
∑√

−1
j
vj ∈ H∗(X, C).
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The Mukai pairing on H∗(X, C) is the quadratic form

〈v, v′〉X :=
∫

X
exp(c1(X)/2).(v∨.v′).

Clearly, both definitions of the dual v∨ coincide for even cohomology classes.
Moreover, by the very construction, one has for all E•,F• ∈ Db(X):

χ(E•,F•) = 〈v(E•), v(F•)〉. (5.5)

Exercise 5.43 Prove the following assertions.
i) Suppose c1(X) = 0. Then the form 〈 , 〉X is symmetric for X even

dimensional and alternating otherwise.
ii) Taking duals is multiplicative, i.e. v∨.w∨ = (v.w)∨.
iii) If p : X × Y !! Y is the second projection, then

p∗(v)∨ = (−1)dim(X)p∗(v∨)

for any v ∈ H∗(X × Y, C).

The following proposition is Căldăraru’s generalization of the original result
of Mukai for K3 surfaces.

Proposition 5.44 Let ΦP : Db(X) ∼ !!Db(Y ) be an equivalence. Then

ΦH
P : H∗(X, Q)

∼
!! H∗(Y, Q)

is isometric with respect to the Mukai pairing, i.e. for all v, v′ ∈ H∗(X, Q) one
has

〈v, v′〉X =
〈
ΦH

P (v),ΦH
P (v′)

〉
Y

.

Proof It suffices to show that 〈ΦH
P (v), w〉Y = 〈v,ΦH

P
−1(w)〉X for all v ∈

H∗(X, Q) and w ∈ H∗(Y, Q). To see this, note first that the inverse functor of
ΦP is isomorphic to ΦPL , where PL = P∨⊗p∗ωY [n] with n := dim(X) = dim(Y )
(see Proposition 5.9). By Lemma 5.32 this then shows ΦH

P
−1 = ΦH

PL
.
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Using Exercise 5.43 and Lemma 5.41 one computes
〈
ΦH

P (v), w
〉

Y

=
∫

Y
exp(c1(Y )/2).p∗(q∗v.v(P))∨.w

= (−1)n

∫

X×Y
p∗ exp(c1(Y )/2).(q∗v.v(P))∨.p∗w

= (−1)n

∫

X×Y
p∗ exp(c1(Y )/2).q∗v∨.v(P)∨.p∗w

= (−1)n

∫

X×Y
p∗ exp(c1(Y )/2).q∗v∨.v(P∨).(exp(c1(X × Y )/2))−1.p∗w

=
∫

X×Y
q∗v∨.v(PL).q∗ exp(c1(X)/2).p∗w

=
〈
v,ΦH

PL
(w)

〉
X

.

(We also used the fact that the shift [n] acts by (−1)n. See Exercise 5.36.) !

As an application of the above observations, we will prove that two elliptic
curves E and E′ have equivalent derived categories, i.e.

Db(E) % Db(E′) ⇐⇒ E % E′.

Suppose ΦP : Db(E) ∼ !!Db(E′) is an equivalence. Then the induced cohomo-
logical Fourier–Mukai transform ΦH

P : H∗(E, Q) !!H∗(E′, Q) is a direct sum of
isomorphisms

H1(E, Q) % H1(E′, Q) and (H0 ⊕H2)(E, Q) % (H0 ⊕H2)(E′, Q)

(cf. Remark 5.30).
Moreover, by Proposition 5.39 one knows that ΦH

P : H1(E, Q) !!H1(E′, Q)
respects the Hodge decomposition H1 = H1,0 ⊕ H0,1. On the other hand, the
weight-one Hodge structure determines the elliptic curve. More precisely, E %
H1,0(E)∗/H1(E, Z) % H0,1(E)/H1(E, Z).

Hence, it suffices to show that for a derived equivalence

ΦP : Db(E)
∼

!! Db(E′)

of two elliptic curves the cohomological Fourier–Mukai transform is defined over
Z, i.e.

ΦH
P : H1(E, Z) !! H1(E′, Z).
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This follows from the observation that td(E ×E′) = 1 and ch(P) = r + c1(P) +
(1/2)(c2

1 − 2c2)(P), where the degree four term, which might a priori be non-
integral, does not contribute to H1(E) !!H1(E′). (As a matter of fact, it can
be shown that also ch2(P) is integral.)

Remark 5.45 The situation is more complicated and more interesting for
higher dimensional abelian varieties, as shall be explained in Chapter 9.

Combined with Corollary 4.13 we thus have proven the following folklore
result.

Corollary 5.46 Let C be a smooth complex projective curve and let Y be a
smooth complex projective variety. Then

Db(C) % Db(Y ) ⇐⇒ C % Y.

!

With the exception of the group of autoequivalences of the derived category
of an elliptic curve, treated in broader generality in Chapter 9, we thus have
achieved a complete understanding of the derived category of smooth projective
curves.



6

DERIVED CATEGORY AND CANONICAL
BUNDLE – II

With this chapter we return to questions already dealt with in Chapter 4. More
precisely, we address the question of how much of the positivity of the canonical
bundle of a variety is preserved under derived equivalence. The main difference
to the treatment of Chapter 4 is that we now make extensive use of Orlov’s
existence result (Theorem 5.14). The discussion will thus be more geometric, as
we use the description of derived equivalences as Fourier–Mukai transforms, and
the results will be finer.

In Section 6.1 we present Orlov’s refinement of his joint result with Bondal,
that was presented as Proposition 4.11, by showing that Kodaira dimension and
canonical ring are preserved under derived equivalence. The original result can
in fact be seen as a corollary to this. As the same techniques can be used to
derive the invariance of Hochschild cohomology under derived equivalence, a
fact alluded to before, this is included here.

Kawamata went one step further and showed that also nefness of the canon-
ical bundle and the numerical Kodaira dimension are preserved under derived
equivalence. Proofs of these results can be found in Section 6.3.

Section 6.4 studies the relation between derived and birational equivalence.
We will come back to this in later chapters. This section concludes with a con-
jecture, put forward by Bondal, Orlov, and Kawamata, that clarifies the relation
between these two equivalence relations. The most famous special case of it is
the conjecture that two birational Calabi–Yau varieties have equivalent derived
categories (proved in dimension three by Bridgeland, see Section 11.4).

Section 6.2 contains technical results on the geometry of the support of the
Fourier–Mukai kernel of an equivalence. They are crucial for the proofs in
Sections 6.3 and 6.4, but also of independent interest. The last Section 6.5 col-
lects definitions and standard facts on (numerical) Kodaira dimension, nef line
bundles, and the like.

In this chapter, all varieties are defined over an algebraically closed field
of characteristic zero. This assumption simplifies some of the arguments in
Section 6.2.

6.1 Kodaira dimension under derived equivalence

Recall that the result of Bondal and Orlov in particular shows that for two
smooth projective varieties with equivalent derived categories the canonical
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bundle ωY is ample if and only if ωX is ample. In fact, they prove X % Y
in this case. Roughly, this is achieved by identifying the canonical rings which,
under the ampleness assumption, is enough to deduce isomorphy of the vari-
eties. We will see that the existence of the Fourier–Mukai kernel (provided by
Theorem 5.14) not only allows us to prove finer results, but that it also provides
a more geometric proof of the original one.

A formal consequence of Orlov’s theorem 5.14 and the fact that any equi-
valence commutes with Serre functors is the following result. For the definition
of the canonical ring and the Kodaira dimension of a variety see Section 6.5.

Proposition 6.1 (Orlov) Suppose X and Y are smooth projective varieties
with equivalent derived categories Db(X) % Db(Y ).

Then there exists a ring isomorphism R(X) % R(Y ) and, in particular,
kod(X) = kod(Y ). See [94].

Proof Every equivalence is a Fourier–Mukai transform, i.e. there exists a com-
plex P ∈ Db(X × Y ) such that ΦP : Db(X) !!Db(Y ) is isomorphic to the
given equivalence. In particular, its right and left adjoint are isomorphic. Since
the kernel of a Fourier–Mukai equivalence is uniquely determined, this yields
Q := P∨ ⊗ q∗ωX [n] % P∨ ⊗ p∗ωY [n], where n = dim(X) = dim(Y ) (see
Proposition 4.1 or Corollary 5.21).

Clearly, ΦQ : Db(Y ) !!Db(X) as a quasi-inverse of ΦP : Db(X) !!Db(Y )
is an equivalence, but one can also show that ΦQ : Db(X) !!Db(Y ) (note
the change of the direction) is an equivalence. This will be done first. (For an
alternative proof of this fact see Remark 7.7.)

Consider the composition

Db(X)
ΦP

!! Db(Y )
ΦQ

!! Db(X),

which is isomorphic to the identity, for ΦP is fully faithful and ΦQ ( ΦP . On the
other hand, we have computed in Proposition 5.10 the kernel of this equivalence
as R = π13∗(π∗12P ⊗ π∗23Q). Due to the uniqueness, this yields R % O∆ ∈
Db(X ×X).

Applying the automorphism τ12 : X ×X !!X ×X that interchanges the two
factors, one finds

O∆ % τ∗12O∆ % τ∗12R % π13∗τ
∗
13(π

∗
12P ⊗ π∗23Q)

% π13∗(π∗12Q⊗ π∗23P).

Hence, the composition

Db(X)
ΦQ

!! Db(Y )
ΦP

!! Db(X) (6.1)

is also isomorphic to the identity. As this is the composition of ΦQ with
its adjoint functor, this proves that ΦQ : Db(X) !!Db(Y ) is fully faithful
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(cf. Corollary 1.23). Note that so far, we have only used that ΦP is fully faithful
and that its adjoints are given by ΦQ.

Now, interchanging the rôle of P and Q and using that ΦQ : Db(Y ) !!Db(X)
as a quasi-inverse of ΦP : Db(X) !!Db(Y ) is fully faithful, the same arguments
prove that

Db(Y )
ΦP

!! Db(X)
ΦQ

!! Db(Y ) (6.2)

is isomorphic to the identity.
The two facts, that both compositions (6.1) and (6.2) are isomorphic to the

identity, yield the assertion that with ΦP also ΦQ : Db(X) !!Db(Y ) is an
equivalence.

Next, use the kernel Q!P ∈ Db((X ×X) × (Y × Y )) to define the Fourier–
Mukai equivalence

ΦQ"P : Db(X ×X)
∼

!! Db(Y × Y ).

Denote ΦQ"P(ι∗ωk
X) by S ∈ Db(Y × Y ). (We use the same notation ι for both

diagonal inclusions X ! " !! X ×X and Y ! " !! Y × Y .)
Then ΦS : Db(Y ) !!Db(Y ) is an equivalence that can be computed as the

composition (see Exercise 5.13):

Db(Y )
ΦQ

!! Db(X)
Φ
ι∗ωk

X
!! Db(X)

ΦP
!! Db(Y ).

Since Φι∗ωk
X

is isomorphic to Sk
X [−kn] (see Example 5.4) and since any equival-

ence commutes with the Serre functors SX and SY , we obtain ΦS % Sk
Y [−kn].

Hence, due to the uniqueness of the Fourier–Mukai kernel S % ι∗ωk
Y .

Thus, for all k ∈ Z we have ΦQ"P(ι∗ωk
X) % ι∗ωk

Y . Since ΦQ"P is an equi-
valence, we obtain isomorphisms

HomX×X(ι∗ωk
X , ι∗ω

,
X) % HomY×Y (ι∗ωk

Y , ι∗ω
,
Y )

for all k, ) ∈ Z. The case k = 0 and ) ≥ 0 induces the claimed bijection

H0(X,ω,X) = HomX×X(ι∗OX , ι∗ω
,
X)

% HomY×Y (ι∗OY , ι∗ω
,
Y ) = H0(Y,ω,Y ).

As in the proof of Proposition 4.11, one shows that the multiplicative structure
of the canonical ring R(X) =

⊕
,≥0 H0(X,ω,X) is given by composition and

hence compatible with any functor. In other words, the induced bijection

R(X) =
⊕

,≥0

H0(X,ω,X) %
⊕

,≥0

H0(Y,ω,Y ) = R(Y )

is indeed a ring isomorphism. !
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Exercise 6.2 Show that the same arguments also provide a ring isomorphism
of the anti-canonical rings, i.e. R(X,ω∗X) % R(Y,ω∗Y ) and hence kod(X,ω∗X) =
kod(Y,ω∗Y ).

Note that both cases together provide an alternative proof of the original result
of Bondal and Orlov (see Proposition 4.11) for the case that both canonical
bundles, ωX and ωY , are (anti-)ample.

Remark 6.3 The techniques of the above proof can be used to compare other
invariants of X and Y , which are not directly relevant to the birational geometry
of derived equivalent varieties treated in this chapter. In this sense, the following
is a digression which may be skipped.

In the discussion we follow Orlov’s presentation in [94], but we also recommend
[29, 75].

For any smooth projective variety X one introduces the bigraded ring

HH(X) :=
⊕

i,,

HAi,,(X) with HAi,,(X) := Exti
X×X(ι∗OX , ι∗ω

,
X).

The algebra structure is defined by composition in Db(X ×X).
This bigraded ring contains several interesting substructures. We have

encountered the canonical ring R(X) which can be identified with the subring⊕
,≥0 HA0,,(X).
In another direction, one may look at the Hochschild cohomology of X, i.e. at

the subring

HH∗(X) :=
⊕

i

HAi,0(X) %
⊕

i

Exti
X×X(ι∗OX , ι∗OX)

or at the Hochschild homology

HH∗(X) :=
⊕

i

HAi,1(X) %
⊕

i

Exti
X×X(ι∗OX , ι∗ωX),

which can be viewed as a graded module over HH∗(X).
As was shown in the proof of Proposition 6.1, any equivalence

Φ : Db(X)
∼

!! Db(Y )

induces an isomorphism

R(X) =
⊕

,

HA0,,(X) %
⊕

,

HA0,,(Y ) = R(Y )

of graded rings. As should be clear from a quick look at that proof, this
isomorphism extends to an isomorphism

ΦHH : HH(X)
∼

!! HH(Y )

which respects the bigrading and the multiplicative structure.
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Let us study more closely the two induced isomorphisms

ΦHH∗
: HH∗(X)

∼
!! HH∗(Y ) and ΦHH∗ : HH∗(X) !! HH∗(Y ).

The composition in HH(X) endows the Hochschild homology HH∗(X) with
the structure of a module over the Hochschild cohomology HH∗(X). Derived
equivalences preserve this module structure.

To make the isomorphisms between the Hochschild cohomology of X and Y
more transparent, we invoke a result usually attributed to Swan [109] and put
in the geometric context by Kontsevich. It says that the spectral sequence (see
(3.16), p. 85)

Ep,q
2 = Hp(X ×X, Extq(ι∗OX , ι∗OX))⇒ Extp+q(ι∗OX , ι∗OX)

degenerates, i.e.

Exti(ι∗OX , ι∗OX) %
⊕

p+q=i

Hp(X ×X, Extq(ι∗OX , ι∗OX)).

Using Extq(ι∗OX , ι∗OX) %
∧q TX (see Example 11.9), this yields

HHi(X) = Exti(ι∗OX , ι∗OX) %
⊕

p+q=i

Hp(X,
∧q

TX).

The isomorphism that appears naturally in the argument is called the
Hochschild–Kostant–Rosenberg isomorphism. Be aware that this isomorphism
does not respect the multiplicative structures given on the two sides. Conjectur-
ally, multiplying by

√
td(X)

−1
is needed to make it multiplicative.

For i = 0 we do not find anything interesting, but already the case i = 1
provides us with the highly non-trivial isomorphism

ΦHH1
: H0(X, TX)⊕H1(X, OX)

∼
!! H0(Y, TY )⊕H1(Y,OY )

for any equivalence Φ : Db(X) ∼ !!Db(Y ). We will provide a geometric inter-
pretation for this in Section 9.4 (see Proposition 9.45). Roughly, H1(X, OX),
respectively, H0(X, TX), are the tangent spaces of the Picard group, respectively
the group of automorphisms, of X.

Similarly, the induced isomorphisms of Hochschild homology can be better
understood if combined with the degenerate spectral sequence

Ep,q
2 = Hp(X ×X, Extq(ι∗OX , ι∗ωX))⇒ Extp+q(ι∗OX , ι∗ωX),

which yields the Hochschild–Kostant–Rosenberg isomorphism for Hochschild
homology

HHi(X) = Exti(ι∗OX , ι∗ωX) %
⊕

p+q=i

Hp(X,
∧q

TX ⊗ ωX).
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For a derived equivalence Φ the induced isomorphism ΦHH∗ yields the
isomorphism alluded to before (see Remark 5.40)

⊕

p+q=i

Hp(X,
∧q

TX ⊗ ωX) %
⊕

p+q=i

Hp(Y,
∧q

TY ⊗ ωY ).

As was remarked in Remark 5.40, one can identify the direct sum with the
(i− n)-th column of the Hodge diamond and one thus obtains isomorphisms

⊕

p−q=i−n

Hp(X,Ωq
X) %

⊕

p−q=i−n

Hp(Y,Ωq
Y ).

It is believed that for an equivalence

Φ : Db(X)
∼

!! Db(Y )

the two isomorphisms ΦHH∗ and ΦH commute under these identifications up to
twisting with

√
td. More precisely, the following diagram should commute:

HH∗(X)

√
td(X)

$$

ΦHH∗
!! HH∗(Y )

√
td(Y )

$$

H∗(X, C)
ΦH

!! H∗(Y, C).

The evidence for this conjecture is manifold. E.g. Căldăraru shows that it
holds true on the image of the Mukai vector, which itself is contained in HH0.

6.2 Geometrical aspects of the Fourier–Mukai kernel

In this section we prove a series of technical but useful facts that shed light on
the geometry of the support of the Fourier–Mukai kernel P of an equivalence

ΦP : Db(X)
∼

!! Db(Y ).

Sometimes, P is a locally free sheaf on X × Y , e.g. the Poincaré sheaf on the
product of an abelian variety and its dual (see Chapter 9), and then nothing
interesting can be said about supp(P), which is just all X × Y . However, often
the kernel P is concentrated on a smaller subvariety, e.g. on the graph of a morph-
ism or a correspondence, and then it encodes information about the geometric
relationship between X and Y . This usually happens if the canonical bundles of
the varieties enjoy some kind of positivity.

The results, which will be presented as a series of lemmas, are in the original
literature often implicitly contained in the proofs of deeper results, some of which
shall be discussed later. Most of the material is taken from [63].
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Throughout this section we shall consider a Fourier–Mukai equivalence

ΦP : Db(X)
∼

!! Db(Y )

with Fourier–Mukai kernel P ∈ Db(X × Y ). Its support (see Definition 3.8)

supp(P) =
⋃

supp(Hi(P)) ⊂ X × Y,

is a closed subset with possibly many irreducible components. We also recall that
by Lemma 3.32 and the fact that taking the tensor product with a line bundle
does not change the support of a complex one has:

supp(P) = supp(P∨) = supp(PR) = supp(PL).

This is in fact true without ΦP being an equivalence. For the stronger state-
ment PR % PL one needs ΦP to be an equivalence. Also note that P ⊗ q∗ωX %
P ⊗ p∗ωY in this case (see Remark 5.22).

We can hope to extract geometrically meaningful information from the support
supp(P) of the kernel of a Fourier–Mukai equivalence only if supp(P) is a proper
subset. This is, however, not always the case. E.g. the Poincaré bundle is a line
bundle and hence has support on the whole product (see Chapter 9). In fact, if
supp(P) = X × Y , then the two canonical bundles ωX and ωY are both of finite
order, see Exercise 6.10.

In the sequel we will often abbreviate

Hi := Hi(P)

and use Hi ⊗ q∗ωX % Hi ⊗ p∗ωY .

Lemma 6.4 The natural projection supp(P) !! !!X is surjective.

Proof We shall use the spectral sequence (see (3.9), p. 80)

Er,s
2 = Tor−r(Hs, q∗k(x))⇒ Tor−(r+s)(P,q

∗k(x))

and the fact that Tori(F , E) is local (and hence trivial for coherent sheaves F , E
with disjoint support).

Thus, for a closed point x ∈ X in the complement of q(supp(P)), the derived
tensor product P ⊗ q∗k(x) is trivial. Therefore, ΦP(k(x)) % 0, which is absurd
for the equivalence ΦP : Db(X) ∼ !!Db(Y ). !

As the situation is completely symmetric and supp(P) = supp(PR),
one immediately derives from the lemma also the surjectivity of the other
projection supp(P) !! !! Y .

Corollary 6.5 There exists an integer i ∈ Z and an irreducible component Z
of supp(Hi) that projects onto X. !

Again, the corollary applies also to the projection to Y , but a priori the integer
i and the irreducible component Z might have to be chosen differently then.
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Lemma 6.6 Let C be a complete reduced curve and let ϕ : C !!X × Y be a
morphism with image in supp(P). Then

deg(ϕ∗q∗ωX) = deg(ϕ∗p∗ωY ).

In other words, the pull-backs q∗ωX |supp(P) and p∗ωY |supp(P) are numerically
equivalent.

Proof We may assume that the curve C is irreducible and smooth. Then there
exists an integer i with ϕ(C) ⊂ supp(Hi), i.e. the underived pull-back ϕ∗Hi is a
sheaf with a possibly non-trivial torsion part T (ϕ∗Hi), but such that its locally
free part F := ϕ∗Hi/T (ϕ∗Hi) is non-trivial. In other words, F is a locally free
sheaf of positive rank, say r.

On the other hand, as ΦP is an equivalence, one has P ⊗ q∗ωX % P ⊗ p∗ωY

and thus Hi ⊗ q∗ωX % Hi ⊗ p∗ωY . Pulled-back to C it yields F ⊗ ϕ∗q∗ωX %
F ⊗ ϕ∗p∗ωY and after taking determinants ϕ∗q∗ωr

X % ϕ∗p∗ωr
Y . This suffices to

conclude. !

Corollary 6.7 The canonical bundle ωX is numerically trivial if and only if
the canonical bundle ωY is.

Proof Suppose ωX is numerically trivial. Then in particular degϕ∗q∗ωX = 0
for any curve ϕ : C !!X × Y . Thus, the lemma shows that p∗ωY |supp(P) is
numerically trivial.

A line bundle is numerically trivial if and only if the line bundle and its dual
are both nef (see Definition 6.26). Hence, Lemma 6.27 applied to the surjective
morphism supp(P) !! !! Y (see Lemma 6.4) shows that ωY and ω∗Y are also both
nef. Hence, ωY is numerically trivial as well. !

Corollary 6.8 Suppose Z ⊂ supp(P) is a closed subvariety such that the
restriction of ωX (or its dual ω∗X) to the image of q : Z !!X is ample. Then
p : Z !! Y is a finite morphism.

Proof Suppose p : Z !! Y is not finite. Then there exists an irreducible curve
ϕ : C ! " !! Z such that p◦ϕ : C !! Y is constant. Thus, ϕ∗p∗ωY is a (numeric-
ally) trivial line bundle on C. Lemma 6.6 shows that ϕ∗q∗ωX is also numerically
trivial. As p ◦ ϕ is constant, the composition q ◦ ϕ is necessarily non-trivial.
Since ωX (or its dual ω∗X) is ample on q(Z) and hence on q(ϕ(C)), this yields a
contradiction. !

Here is a refined version of the same principle.

Lemma 6.9 Let Z ⊂ supp(P) be a closed irreducible subvariety with normal-
ization µ : Z̃ !!Z. Then there exists an integer r > 0 such that

π∗Xω
r
X % π∗Y ω

r
Y ,

where πX := q ◦ µ and πY := p ◦ µ.
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Proof Let us first prove the following general fact:

• Let Z be a normal variety over a field k and let F be a coherent sheaf on
Z generically of rank r. If L1, L2 ∈ Pic(Z) are two line bundles such that
F ⊗ L1 % F ⊗ L2, then Lr

1 % Lr
2.

Proof. Clearly, we may divide out by the torsion of F and can, therefore,
assume that F is torsion free to begin with (the generic rank is unchanged while
doing this). Since Z is normal, this means that F is locally free on the open
complement U of a codimension two subset.

As det(F ⊗ Li|U ) % (det(F) ⊗ Lr
i )|U , one has Lr

1|U % Lr
2|U . The induced

trivializing section s ∈ H0(U, Lr
1⊗L−r

2 ) extends to a section s̃ ∈ H0(Z, Lr
1⊗L−r

2 ),
which automatically is trivializing and, hence, induces an isomorphism Lr

1 % Lr
2.

For the last two statements one uses codim(Z \ U) ≥ 2 and the normality of Z.
!

Now let Z ⊂ supp(P) be a closed irreducible subvariety and let µ : Z̃ !!Z be
its normalization. Then there exists an integer i with Z ⊂ supp(Hi), i.e. µ∗Hi

is a coherent sheaf on Z̃ of generically positive rank, say r > 0. Pulling-back
Hi ⊗ q∗ωX % Hi ⊗ p∗ωY via µ to the normal variety Z̃ allows one to conclude
by using the above general fact. !

Exercise 6.10 Suppose ΦP : Db(X) ∼ !!Db(Y ) is a Fourier–Mukai equivalence
with kernel P ∈ Db(X × Y ) such that supp(P) = X × Y . Show that ωX and ωY

are both of finite order. (In fact, by Proposition 4.1 of the same finite order.)

Lemma 6.11 The fibres of the projection supp(P) !!X are connected.

Proof Suppose there exists a point x ∈ X over which the fibre is not connected.
Write supp(P)∩ ({x}×Y ) = Y17Y2 as a disjoint union of two non-empty closed
subsets Y1, Y2 ⊂ Y .

Recall that by Lemma 3.29 we have supp(P) ∩ ({x} × Y ) = supp(P|{x}×Y ).
Hence, ΦP(k(x)) has a disconnected support and can, therefore, be written as a
direct sum F•

1 ⊕ F•
2 with supp(F•

i ) = Yi, i = 1, 2 (cf. Lemma 3.9).
In particular, End(Φ(k(x)) = End(F•

1 ⊕ F•
2 ) is not a field. This contradicts

k = End(k(x)) % End(Φ(k(x))). !

Corollary 6.12 Let Z ⊂ supp(P) be an irreducible component that surjects
onto X. If dim(Z) = dim(X), then q : Z !!X is a birational morphism.
Moreover, if such a component exists, then no other component of supp(P)
dominates X.

Proof Let us prove the last assertion first. Recall that due to Lemma 6.11 every
fibre of supp(P) !!X is connected. Consider the generic fibre of

⋃
Zi

!!X,
where the Zi are the irreducible components of supp(P) different from Z. It is
either empty or contains the corresponding (zero-dimensional!) fibre of Z !!X.
The latter would imply Z ⊂

⋃
Zi which is absurd.
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In order to prove that q : Z !!X is birational, we pick a generic point x ∈ X.
The intersection

{y1, . . . , y,} := Z ∩ ({x}× Y )

is finite and disjoint from any other irreducible component of supp(P). Applying
the lemma proves ) = 1, i.e. Z !!X is birational. !

Remark 6.13 So far we have considered the irreducible components of
supp(P) with their reduced scheme structure, which is not very natural but
usually sufficient. If a component Z as in the corollary exists, then the assertion
is in fact still valid even when Z is considered with its natural scheme structure,
which a priori might be non-reduced.

More precisely, under the same assumptions one shows that for a generic point
x ∈ X the image ΦP(k(x)) is of the form k(y)[m]. Indeed, F• := ΦP(k(x)) is
concentrated in some point y ∈ Y and Hom(F•,F•[i]) = Hom(k(x), k(x)[i]) = 0
for i < 0. Then conclude by Lemma 4.5.

The following is a refinement of Corollary 5.23.

Corollary 6.14 Suppose there exists a closed point x0 ∈ X such that

ΦP(k(x0)) % k(y0)

for a certain closed point y0 ∈ Y . Then one finds an open neighbourhood x0 ∈
U ⊂ X and a morphism f : U !! Y0 with f(x0) = y0 and such that

ΦP(k(x)) % k(f(x))

for all closed points x ∈ U .

Proof The assumption says in particular that the fibre over x0 of the morphism
supp(P) !!X is zero-dimensional. This clearly holds true then for all points in
an open neighbourhood U ⊂ X of x0. In other words, for any x ∈ U the complex
ΦP(k(x)) is concentrated in points. As before, Hom(ΦP(k(x)),ΦP(k(x))[i]) = 0
for i < 0. Thus, Lemma 4.5 applies and shows that ΦP(k(x)) is of the form
k(y)[m]. Due to semi-continuity the shift m needs to be constant locally around
x0 ∈ U .

To conclude, one imitates the proof of Corollary 5.23 in order to verify that
the induced map U !! Y (of sets of closed points) is induced by an honest
morphism. !

6.3 Nefness under derived equivalence

After the technical preparations in the last section, the following result is proven
easily. (For the definition of nef and the numerical Kodaira dimension see
Section 6.5.)
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Proposition 6.15 (Kawamata) Let X and Y be smooth projective varieties
with equivalent derived categories Db(X) and Db(Y ). Then the (anti-)canonical
bundle of X is nef if and only if the (anti-)canonical bundle of Y is nef. See [63].

Proof Due to Theorem 5.14 we know that any equivalence

F : Db(X)
∼

!! Db(Y )

is of the form ΦP with a uniquely determined kernel P ∈ Db(X × Y ).
Consider the projection q : supp(P) !!X which is surjective due to

Lemma 6.4. Following Lemma 6.27 we know that ωX is nef if and only if q∗ωX

is a nef line bundle on supp(P).
Suppose ωY is nef. Then again due to Lemma 6.27 the line bundle p∗ωY is nef

on supp(P). In other words, deg(ϕ∗p∗ωY ) ≥ 0 for any curve ϕ : C !! supp(P).
By Lemma 6.6, deg(ϕ∗p∗ωY ) = deg(ϕ∗q∗ωX). Thus, deg(ϕ∗q∗ωX) ≥ 0 for any
curve ϕ : C !! supp(P), i.e. q∗ωX is a nef line bundle on supp(P).

Similarly, one proves that if ω∗Y is nef, then so is ω∗X . Of course, interchanging
the rôle of X and Y and repeating the arguments also shows that ωX (or ω∗X)
nef implies ωY (respectively ω∗Y ) nef. !

An immediate consequence is the following result, which has been stated
already earlier as Corollary 6.7.

Corollary 6.16 If X and Y are smooth projective varieties with equivalent
derived categories, then ωX is numerically trivial if and only if ωY is numerically
trivial.

Proof Just note that a line bundle is numerically trivial if and only if the line
bundle and its dual are both nef. !

Remark 6.17 The corollary complements nicely Proposition 4.1 which in
particular shows that ωX is trivial if and only if ωY is trivial.

Proposition 6.18 (Kawamata) Let X and Y be smooth projective varieties
with equivalent derived categories Db(X) and Db(Y ). Then equality of numerical
Kodaira dimensions holds: ν(X) = ν(Y ). See [63].

Proof This time we apply the stronger Lemma 6.9.
We denote by Hi the cohomology sheaves Hi(P). Now apply Corollary 6.5

which shows that there exists at least one cohomology Hi and an irreducible
component Z of supp(Hi) such that p : Z !! Y is surjective.

Denote the normalization of Z by µ : Z̃ !!Z and the two projections to X
and Y by πX = q ◦ µ, respectively πY = p ◦ µ. Due to Lemma 6.9 one finds an
integer r > 0 with π∗Xω

r
X % π∗Y ω

r
Y .

Now use the general fact that ν(L) = ν(Lr) for any line bundle L and any
r .= 0 and Lemma 6.30 to prove ν(X,ωX) ≥ ν(Y,ωY ). But due to the symmetry
of the situation, this is enough to conclude ν(X,ωX) = ν(Y,ωY ). !
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6.4 Derived equivalence versus birationality

As has been proved in Sections 6.1 and 6.3, the (numerical) Kodaira dimension
of a smooth projective variety is an invariant of its derived category. But it is
also a birational invariant. So one might, and should, wonder whether birational
varieties have equivalent derived categories and, conversely, whether derived equi-
valent varieties are birational. In this generality, the answer to both questions
is negative. If, however, the Kodaira dimension or the Kodaira dimension of
the anti-canonical bundle is maximal, then an affirmative answer to the second
question has been obtained by Kawamata. Moreover, a very precise conjecture
concerning the first one has been formulated by Bondal, Orlov, and Kawamata.

This section presents a few results clarifying some of these questions. More can
be found in the later chapters. In particular, we shall study examples of vari-
eties with equivalent categories which are not birational (e.g. certain abelian
varieties or K3 surfaces, see Chapters 9 and 10) and of birationally equivalent
varieties which realize inequivalent derived categories (e.g. a simple blow-up, see
Chapter 11).

Proposition 6.19 (Kawamata) As above, let X and Y be two smooth pro-
jective varieties over an algebraically closed field. Suppose there exists an exact
equivalence

Db(X)
∼

!! Db(Y ).

If kod(X,ωX) = dim(X) or kod(X,ω∗X) = dim(X), then X and Y are
birational and, more precisely, there exists a birational correspondence

Z
πX

11==
==
==
= πY

AA>
>>

>>
>>

X Y

with π∗XωX % π∗Y ωY . See [63].

Proof We shall only treat the case kod(X,ωX) = dim(X), the other being
completely analogous.

Let H ⊂ X be a smooth ample hypersurface. The exact sequence

0 !! O(−H) !! O !! OH
!! 0

induces an exact sequence

0 !! H0(ω,X(−H)) !! H0(ω,X) !! H0(ω,X |H)

for any ). If kod(X,ωX) = dim(X), then dimH0(X,ω,X) grows like )dim(X). On
the other hand, as dim(H) < dim(X), the dimension of H0(ω,X |H) has smaller
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growth. Thus, for )4 0 the line bundle ω,X(−H) has a section. In other words,
ω,X(−H) % O(D) for some effective divisor D or, equivalently,

ω,X % O(H)⊗O(D)

with H ample and D effective. (This fact is called Kodaira’s lemma.)
Due to Lemma 6.4 there exists an irreducible component Z of supp(P) that

surjects onto X. Moreover, the pull-backs of (some power of) ωX and ωY

under πX : Z̃ !!X, respectively πY : Z̃ !! Y coincide, where Z̃ !!Z is the
normalization (see Lemma 6.9).

Let us show that

πY : Z̃ \ π−1
X (D) !! Y

is quasi-finite, i.e. has finite fibres. In other words, at most curves completely
mapped into D via πX are contracted by the projection to Y .

D Y

Z
–1

˜

X

pX (D)

pYpX

Suppose that there exists an irreducible curve C ⊂ Z̃ contracted by πY and
such that C # π−1

X (D). Then, deg π∗Y (ωY )|C = 0. On the other hand,

deg π∗X(ωX)|C ≥ (1/)) deg π∗XO(H)|C ,

as the intersection of πX(C) and D consists of at most finitely many points.
Moreover, since C is contracted by πY , the other projection πX : C !!X must be
finite. As H is ample this implies deg π∗XO(H)|C > 0. Altogether, this contradicts
π∗Xω

r
X |C % π∗Y ω

r
Y |C implied by Lemma 6.9 or the more elementary deg(π∗XωX) =

deg(π∗Y ωY ) of Lemma 6.6.
Hence, Z !! Y is generically finite and thus dim(Z) ≤ dim(Y ). On the other

hand, Z dominates X and therefore dim(X) ≤ dim(Z). As dim(X) = dim(Y ),
this shows that the correspondence X

πX←− Z̃
πY−→ Y maps generically finitely

onto X and onto Y .
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Now apply Corollary 6.12 to conclude that we have in fact constructed a
birational correspondence

Z̃
πX

BB??
??
??
?? πY

AA@
@@

@@
@@

@

X Y.

Moreover, by construction π∗Xω
r
X % π∗Y ω

r
Y for some r > 0.

On the other hand,

π∗XωX + O
(∑

aiEi

)
% π∗Y ωY + O

(∑
a′iEi

)
,

where the Ei are exceptional with respect to πX or πY . (Well, this can only be
ensured if, e.g. Z̃ is smooth, but we may actually replace Z̃ by a desingularization.
In fact, if the isomorphism exists on a desingularization, it also exists on the
normal variety Z̃.)

Passing to the r-th power shows O(
∑

r(ai − a′i)Ei) % O. Thus, it suffices to
show that whenever a linear combination

∑
αiEi is linearly equivalent to zero,

then all αi are trivial. In our case, this would yield r(ai − a′i) = 0 and, hence,
ai = a′i.

Here is the sketch of the argument. Away from the pairwise intersections of
the different exceptional divisors, they can all be contracted at once. So we
suppose for simplicity that there is a single contraction Z̃ !!X contracting all
Ei. Suppose

∑
αiEi is linearly equivalent to zero with αi < 0 for i ≤ k and

αi ≥ 0 for i > k. We may assume k > 0, otherwise change the global sign.
Now, let s ∈ H0(O(−

∑k
1 αiEi)) be the unique section vanishing to order −αi

along the divisors Ei, i = 1, . . . , k. A trivializing section of O(
∑

αiEi) multiplied
by s would yield a section of O(

∑
i≥k+1 αiEi) vanishing along the divisors Ei

with i ≤ k. However, O(
∑

i≥k+1 αiEi) admits only one global section up to
scaling, namely the one that vanishes only along Ei, i > k (of order αi).

(Indeed, by contracting the exceptional divisors Ei, i ≥ k + 1, two sections of
O(

∑
i≥k+1 αiEi) give rise to two functions on the complement of a closed subset

of X of codimension ≥ 2 which by Hartogs differ by a scalar factor.)
This yields a contradiction.
If we don’t want to assume the existence of the single contraction, we

have to work with a morphism Z̃ ⊃ U !! V onto a quasi-projective variety
that can be dominated by open subsets in X or Y whose complement is of
codimension two. !

Let us show how to use the arguments of the last proof for yet another
alternative proof of Proposition 4.11 (cf. Exercise 6.2).

Corollary 6.20 If X and Y have derived equivalent categories and ωX or ω∗X
is ample, then X % Y .
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Proof Consider the birational correspondence Z ⊂ X×Y constructed above. If
C ⊂ Z is a curve contracted by the projection πY : Z !! Y , then π∗Y ωY |C % OC ,
but π∗XωX |C is ample. This contradicts π∗XωX % π∗Y ωY . To be more precise we
have to pass to the normalization Z̃ !!Z, but this is a finite map.

Hence, Z !! Y is an isomorphism. So, there exists a birational morphism
πX : Y % Z !!X with π∗XωX % ωY . The determinant of the differential of πX

can be seen as a section of π∗XωX ⊗ ω∗Y % OY , which is either trivial or non-
vanishing everywhere. Thus, since πX : Y % Z !!X is birational, it is in fact
smooth and hence an isomorphism.

The argument for ω∗X ample is identical. !

Definition 6.21 Two varieties X and Y are called K-equivalent if there exists
a birational correspondence

Z
πX

11==
==
==
= πY

AA>
>>

>>
>>

X Y

with π∗XωX % π∗Y ωY .

Corollary 6.22 Two D-equivalent varieties X and Y with X of maximal (anti-
canonical) Kodaira dimension are K-equivalent. !

Remark 6.23 Without this additional assumption the statement is false. E.g.
we will present work of Mukai showing that there exist non-isomorphic and
hence non-birational abelian varieties with equivalent derived categories (see
Chapter 9). But even if one adds the assumption that X and Y are birational,
D-equivalence does not in general imply K-equivalence (see [114] and Section 12.2).

The converse of the corollary is the following.

Conjecture 6.24 Let X and Y be two smooth projective varieties. If X and
Y are K-equivalent, then they are also D-equivalent.

Thus, for birationally equivalent varieties of maximal (anti-canonical) Kodaira
dimension one expects:

D− equivalent ⇐⇒ K− equivalent.

The conjecture also predicts that two birational Calabi–Yau varieties, i.e. varie-
ties with trivial canonical bundle, are derived equivalent. Some progress has
been made in low dimensions (see Chapter 11 for more details), but the general
question, even for Calabi–Yau manifolds, is still wide open.

As is probably clear from a closer inspection of the above proof, there is
no reason to hope that the birational correspondence induces the sought for
equivalence. In fact, there are explicit examples known where this is not true (cf.
Section 11.4).
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6.5 Recap: Kodaira dimension, canonical ring, etc.

This section recalls a few definitions and facts from higher-dimensional algebraic
geometry.

Definition 6.25 Let X be a smooth projective variety and let L ∈ Pic(X). The
Kodaira dimension kod(X, L) of L on X is the integer m such that

h0(X, L,) := dimH0(X, L,)

grows like a polynomial of degree m for ) 4 0. By definition, kod(X, L) = −∞
if h0(X, L,) = 0 for all ) > 0.

There are equivalent descriptions of the Kodaira dimension (cf. [115]): E.g.
under the assumption that kod(X, L) ≥ 0, one has

kod(X, L) = max{dim(Im(ϕL")) | ) ≥ 0} (6.3)

= trdegkQ(R(X, L))− 1. (6.4)

Here, ϕL" : X ""# Ph0(L")−1 is the rational map defined by the linear system
|L,|, R(X, L) is the canonical ring of L, i.e.

R(X, L) :=
⊕

,≥0

H0(X, L,)

and Q(R(X, L)) denotes its field of fractions. Note that kod(X, L) ≤ dim(X) for
any line bundle L.

The case that interests us most here is when L % ωX . Then one calls

kod(X) := kod(X,ωX)

the Kodaira dimension of X and

R(X) := R(X,ωX)

the canonical ring of X.
A standard fact in higher dimensional algebraic geometry says that the

Kodaira dimension is a birational invariant, i.e. if X and Y are two birational
smooth projective varieties, then kod(X) = kod(Y ) (see [115]).

Definition 6.26 A line bundle L on a proper scheme X over a field k is called
nef if for any morphism ϕ : C !!X from a complete reduced curve C one has

deg(ϕ∗L) ≥ 0.

Of course, it suffices to test curves that are embedded into X, as one might
replace ϕ : C !!X by the image C ′ = ϕ(C) (use degϕ∗L = deg(ϕ) ·deg(L|C′)).
In another direction, it suffices to test ϕ : C !!X with C smooth and irreducible,
as we can always pass to the normalization of C.
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The degree of a line bundle M on a curve C over a field k is defined by the
Riemann–Roch formula

χ(C, M ,) = deg(M) · )+ χ(C,OC).

Clearly, a line bundle L is nef if and only if some positive power Li, i > 0, is nef.
Here are a few simple facts for nef line bundles:

Lemma 6.27 Let π : Z !!X be a projective morphism of proper schemes and
L ∈ Pic(X).

i) If L is a nef line bundle on X then π∗(L) is nef.
ii) If π is surjective, then L is nef if and only if π∗(L) is nef.

Proof Let ϕ : C !!Z be a given curve. Then the composition with π yields
π ◦ ϕ : C !!X. This immediately shows i).

To see ii), one constructs for any irreducible curve ϕ : C !!X a ramified cover
ψ : C̃ !!C by an irreducible curve C̃ such that ϕ ◦ ψ : C̃ !!X factorizes over
Z !!X. Using deg(ψ∗ϕ∗L) = deg(ψ) · deg(ϕ∗L) this finishes the proof.

C

C̃ Z

X

c p

w

The construction of ψ : C̃ !!C is standard algebraic geometry: By working
with the fibre product C ×X Z, we may reduce to the claim that any dominant
projective morphism Z !!C onto a curve admits a multisection. By embedding
Z into some PN × C this may be achieved by intersecting with a generic linear
subspace in PN of the appropriate dimension. !

By definition, the intersection number ([M ]m.W ) of a line bundle M on a
proper scheme W of dimension m is the degree m coefficient of the polynomial
χ(W, M ,) (cf. [33]).

Definition 6.28 The numerical Kodaira dimension ν(X, L) of a line bundle
L on a projective scheme X is the maximal integer m such that there exists a
proper morphism ϕ : W !!X with W of dimension m with

([ϕ∗(L)]m.W ) .= 0.

As in the definition of nefness, it suffices to test closed subschemes W ⊂ X.
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Remark 6.29 A line bundle L is called numerically trivial if ν(X, L) = 0 or,
equivalently, if for any curve ϕ : C !!X one has degϕ∗L = 0. Clearly, L is
numerically trivial if and only if L and L∗ are both nef.

In general, there is no relation between the Kodaira dimension and the
numerical Kodaira dimension. Only if L is nef, then kod(X, L) ≤ ν(X, L)
(Exercise!).

For the canonical bundle, one writes

ν(X) := ν(X,ωX)

and calls it the numerical Kodaira dimension of X.

Lemma 6.30 Let π : Z !!X be a projective morphism of projective schemes
and L ∈ Pic(X).

i) Then ν(X, L) ≥ ν(Z,π∗L).
ii) If π : Z !!X is surjective, then ν(X, L) = ν(Z,π∗L).

Proof The first assertion follows from the definition, as any proper ϕ : W !!Z
can be composed with π.

To see ii), consider a proper morphism ϕ : W !!X. Then there exists a
generically finite surjective morphism ψ : W̃ !!W and a morphism ϕ̃ : W̃ !!Z
such that π ◦ ϕ̃ = ϕ ◦ ψ. The existence is ensured by arguments similar to those
in the proof of Lemma 6.27. Since

([ϕ̃∗π∗L]m.W̃ ) = deg(ψ) · ([ϕ∗L]m.W ) ,

this shows ν(X, L) ≤ ν(Z,π∗L). !



7

EQUIVALENCE CRITERIA FOR FOURIER–MUKAI
TRANSFORMS

In the preceding chapters we have studied equivalences between derived
categories of smooth projective varieties and how they are reflected by the geo-
metry, cohomology, etc. The time is ripe to develop criteria that allow us to decide
whether a given Fourier–Mukai transform is in fact an equivalence. In order to do
this, we shall follow the procedure outlined in Chapter 1. So we will first try to
understand full faithfulness of a Fourier–Mukai transform. This will be discussed
in Section 7.1. Then, in Section 7.2, we will address the question under which cir-
cumstances a fully faithful Fourier–Mukai transform does define an equivalence.
As it turns out, this is often the easier part of the programme. Section 7.3, where
varieties with torsion canonical bundle and their canonical cover are investigated,
is logically independent and can also be read later.

We consider smooth projective varieties over an algebraically closed field k of
characteristic zero. Earlier, this was imposed in order to simplify the arguments,
but here it is crucial and we will point out where it comes in.

7.1 Fully faithful

Consider the Fourier–Mukai transform ΦP : Db(X) !!Db(Y ) between the
derived categories of two smooth projective varieties X and Y given by an
object P ∈ Db(X × Y ). For the following proposition compare the references
[14] and [18].

Proposition 7.1 (Bondal, Orlov) The functor ΦP is fully faithful if and
only if for any two closed points x, y ∈ X one has

Hom(ΦP(k(x)),ΦP(k(y))[i]) =
{

k if x = y and i = 0
0 if x .= y or i < 0 or i > dim(X).

Proof The proof is an application of Proposition 1.49. The verification of all the
hypotheses is rather long and we will split the proof into several steps. We closely
follow Bridgeland’s account of the proof (cf. [18]).

Step 1. Points are spanning Here we just recall Proposition 3.17 which says
that objects of the form k(x)[i] with x ∈ X a closed point and i ∈ Z form a
spanning class in Db(X).
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Since the Fourier–Mukai transform F := ΦP admits a left adjoint G := ΦPL

and a right adjoint H := ΦPR (cf. Proposition 5.9), we may apply Proposi-
tion 1.49. Thus, F is fully faithful if and only if the natural homomorphisms

Hom(k(x), k(y)[i]) !! Hom(F (k(x)), F (k(y))[i])

are bijective for arbitrary closed points x, y ∈ X and any integer i. For x .= y
this holds true by assumption. Thus, it remains to discuss the case x = y. In this
case, the assumption a priori yields the bijectivity only for i .∈ [1,dim(X)].

Step 2. Reduction to G(F(k(x))) % k(x) By Lemma 1.21 we know that the
bijectivity of

Hom(k(x), k(x)[i]) !! Hom(F (k(x)), F (k(x))[i]) (7.1)

is equivalent to the bijectivity of

Hom(k(x), k(x)[i])
◦gk(x)

!! Hom(G(F (k(x))), k(x)[i]), (7.2)

which is induced by the adjunction morphism g : G ◦ F !! idDb(X).
If we can show that G(F (k(x))) % k(x), then the adjunction morphism

gk(x) : G(F (k(x))) !! k(x)

is either an isomorphism, which immediately yields bijectivity for all i in (7.2),
or gk(x) is zero.

(Recall that we assumed that k is algebraically closed and, hence, that k(x) is
isomorphic to k concentrated in x.)

We can actually exclude that gk(x) is zero, since the composition of

F (gk(x)) : F (G(F (k(x)))) !! F (k(x))

with the adjunction morphism

hF (k(x)) : F (k(x)) !! F (G(F (k(x))))

yields the identity (see Exercise 1.19) and F (k(x)) .= 0 due to the assumption
that End(F (k(x))) = k.

Step 3. Proof of G(F(k(x))) % k(x) under additional hypothesis Let us
fix a closed point x ∈ X. We shall first show G(F (k(x))) % k(x) under two
additional assumptions:

i) G(F (k(x))) is a sheaf and
ii) The homomorphism (7.1) is at least injective for i = 1 (which is equivalent

to the injectivity of (7.2) for i = 1).
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Let us denote G(F (k(x))) by F , which is a sheaf due to i). Then by adjunc-
tion and assumption one has Hom(F , k(y)) = Hom(F (k(x)), F (k(y))) = 0 for
any closed point y .= x. Hence, F is concentrated in x. As explained earlier,
the adjunction morphism δ := gk(x) : F !! k(x) is not trivial and hence sur-
jective. We have to show that δ is in fact bijective. Consider the short exact
sequence

0 !! Ker(δ) !! F
δ

!! k(x) !! 0. (7.3)

Clearly, Ker(δ) is also concentrated in k(x) and in order to show Ker(δ) % 0 it
suffices to prove Hom(Ker(δ), k(x)) = 0. Applying Hom( , k(x)) to (7.3) and
using Hom(F , k(x)) = k, yields the exact sequence

0 !! Hom(Ker(δ), k(x)) !! Hom(k(x), k(x)[1])
◦δ

!! Hom(F , k(x)[1]).

The last map is injective due to ii) and hence Ker(δ) = 0.

Step 4. Verification of the additional hypothesis i) We shall use the fol-
lowing general lemma, which is a variation on the fact that sheaves of the form
k(y) are spanning (cf. Proposition 3.17).

Lemma 7.2 Let X be a smooth projective variety, x ∈ X a closed point, and
F• ∈ Db(X). Suppose Hom(F•, k(y)[i]) = 0 for any closed point y .= x and any
i ∈ Z and Hom(F•, k(x)[i]) = 0 for i < 0 or i > dim(X).

Then F• is isomorphic to a sheaf concentrated in x ∈ X.

Proof We will abbreviate the cohomology sheaves of F• by Hq. For a fixed
point y ∈ X we consider the spectral sequence (see (2.8) p. 58)

Ep,q
2 := Hom(H−q, k(y)[p])⇒ Hom(F•, k(y)[p + q]). (7.4)

Let m0 be maximal with y ∈ supp(Hm0). Then E0,−m0
2 .= 0 and Ep,q

2 = 0 for
q < −m0. Hence,

0 .= E0,−m0
2 = E0,−m0

∞ = E−m0 = Hom(F•, k(y)[−m0]).

Hence, y = x and −d ≤ m0 ≤ 0, where d := dim(X). In other words, all
cohomology sheaves of F• are concentrated in x ∈ X and in degree −d ≤ i ≤ 0.

On the other hand, Hom(H−q, k(x)[p]) = 0 for p .∈ [0,dim(X)] and, therefore,
Ep,q

2 = 0 for p .∈ [0, dim(X)] in the spectral sequence (7.4) with y = x.
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q

0 0 0

0 E0,−m1
2

. . . Ed,−m1
2 0

0 ∗ . . . ∗ 0

0 E0,−m0
2

//AAAA
AAAAA

AAAAA
AAAAA

A
. . . Ed,−m0

2 0

0 0 0 0 0

!!

''

p

Let now m1 be minimal with Hm1 .= 0. By what has been shown, we know
m1 ≤ m0 ≤ 0. Since the sheaf Hm1 is concentrated in x, one finds, by applying
Serre duality, that Hom(Hm1 , k(x)[d]) % Hom(k(x),Hm1)∗ .= 0.

A quick look at the spectral sequence above reveals that a non-trivial element
in Ed,−m1

2 = Hom(Hm1 , k(x)[d]) survives and yields a non-trivial element in
Ed−m1 = Hom(F•, k(x)[d − m1]). By assumption the latter group is zero if
d −m1 > d, which thus only leaves the possibility m1 = m0 = 0. This proves
that F• is isomorphic to a sheaf concentrated in x. !

Thus, we have proved the first of our two additional assumptions in Step 3,
namely that G(F (k(x))) is a sheaf for any x ∈ X. Indeed, F• := G(F (k(x)))
satisfies the assumption of the lemma, because

Hom(F•, k(y)[i]) % Hom(G(F (k(x))), k(y)[i])

% Hom(F (k(x)), F (k(y))[i]) = 0

for i .∈ [0, dim(X)] or x .= y by assumption.

Step 5. Verification of the additional hypothesis ii) for generic x The
composition G◦F is a Fourier–Mukai transform. We denote its kernel by Q. As we
have just seen, i∗xQ = G(F (k(x))) is a sheaf (concentrated in x), for any point x ∈
X. Here, i∗x is the derived pull-back of the inclusion ix : {x}×X ! " !! X ×X.
Now Lemma 3.31 applies and shows that Q is a sheaf on X × X flat over the
first factor.

Note that applying this lemma we use for the first time that the functor F is
in fact a Fourier–Mukai transform.
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Let us now prove that Hom(k(x), k(x)[1]) !!Hom(F (k(x)), F (k(x))[1]) is
injective for generic x ∈ X. The composition with the functor G yields the
map

κ(x) : Hom(k(x), k(x)[1]) !!Hom(G(F (k(x))), G(F (k(x)))[1])

and we will rather show the injectivity of this map. This is clearly sufficient to
ensure assertion ii) in step 3.

Using the flatness of Q and the explanations in vii), Example 5.4, we know
that κ(x) is the Kodaira–Spencer map of the flat family Q over X ×X defining
G ◦ F .

On the other hand, the map f : x ! !!Qx is injective, since for any x the sheaf
Qx = G(F (k(x))) is concentrated in x (see the arguments at the beginning of
step 3). Hence, the tangent map κ(x) := df(x) is injective for x ∈ X generic.
(Note that here we definitely use the assumption that the characteristic is zero!3)

Step 6. End of proof. Why generic is enough We may apply step 3 to a
generic x ∈ X. Thus, Qx % k(x) for generic x ∈ X. On the other hand, Q is flat
over X and hence the Hilbert polynomial of Qx is independent of x ∈ X (cf. [45,
III.9]). As we know in addition that Qx is concentrated in x for any x ∈ X, we
find Qx % k(x) for all x ∈ X. !

Remark 7.3 At first sight, the proposition looks like a translation of the gene-
ral method to test full faithfulness to the case of the spanning class given by closed
points. However, it is much stronger than this, as it asserts that the difficult
cohomology groups Exti(k(x), k(x)) with 0 < i ≤ dim(X) need not be tested.
To give an idea what they look like, one can show that Exti(k(x), k(x)) %

∧i Tx

with Tx % Ext1(k(x), k(x)) the Zariski tangent space at x ∈ X (cf. Section 11.1)

Here is one immediate consequence:

Corollary 7.4 Consider two fully faithful Fourier–Mukai transforms ΦP :
Db(X) !!Db(Y ) and ΦP′ : Db(X ′) !!Db(Y ′). Then the product

ΦP"P′ : Db(X ×X ′) !! Db(Y × Y ′)

is again fully faithful.

Proof First note that ΦP"P′(k(x) ! k(x′)) % ΦP(k(x)) ! ΦP′(k(x′)) for any
closed point (x, x′) ∈ X ×X ′ (see Exercise 5.13).

To conclude, apply the Künneth formula

Hom(F• ! F ′•, G• ! G′•) =
⊕

i+j=0

Hom(F•,G•[i])⊗Hom(F ′•,G′•[j]).

!
3 To make this rigorous one has to use a little deformation theory. Bridgeland avoids this by

arguing with the Hilbert scheme, but I wanted to stick to this geometrically intuitive argument.
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Let us mention one special case of the above proposition, where the kernel P
is an actual sheaf. In this case we denote by Px the restriction of P to {x}×Y ⊂
X × Y , which is naturally isomorphic to Y .

Corollary 7.5 Let P be a coherent sheaf on X × Y flat over X. Then ΦP is
fully faithful if and only if the following two conditions are satisfied:

i) For any point x ∈ X one has Hom(Px, Px) % k.
ii) If x .= y, then Exti(Px, Py) = 0 for all i.

Proof This is an immediate consequence of the proposition, for the flatness of
P over X ensures that Φ(k(x)) = Px. !

We will come back to this special situation on various occasions. Most often, we
will consider the case of a vector bundle P, e.g. the Poincaré bundle in Chapter 9.
Clearly, conditions i) and ii) say that all induced bundles Px are simple and
pairwise orthogonal in the sense that Exti(Px,Py) = for all i whenever x .= y.

7.2 Equivalences

Suppose ΦP : Db(X) !!Db(Y ) is a Fourier–Mukai transform between smooth
projective varieties of the same dimension. If ΦP is an equivalence, then ΦPR %
ΦPL and hence P∨ ⊗ q∗ωX % P∨ ⊗ p∗ωY (cf. the arguments in the proof of
Corollary 5.21). Dualizing once more yields P ⊗ q∗ωX % P ⊗ p∗ωY . One might
wonder whether this condition in itself is sufficient to ensure that a given ΦP is
an equivalence. Unfortunately, this is not true, as an example of any sheaf on
the product on two non-isomorphic elliptic curves reveals. However, it holds true
whenever the Fourier–Mukai transform is already known to be fully faithful, but
this is a rather weak result:

Proposition 7.6 Suppose ΦP : Db(X) !!Db(Y ) is a fully faithful Fourier–
Mukai transform between smooth projective varieties. Then ΦP is an equivalence
if and only if

dim(X) = dim(Y ) and P ⊗ q∗ωX % P ⊗ p∗ωY .

Proof Any equivalence ΦP satisfies these two conditions due to Proposition 4.1
(or Corollary 5.21) and Remark 5.22.

For the converse we want to apply Proposition 1.54. So, we need to ensure
that under the assumptions the adjoint functors G ( F := ΦP ( H, which exist
due to Proposition 5.9, satisfy the condition:

• If H(F•) % 0 for F• ∈ Db(Y ), then G(F•) % 0.
But this is obvious, as dualizing our hypothesis yields G = ΦPL % ΦPR =H.

!

Remark 7.7 We shall give an alternative proof of an assertion encountered
earlier in the proof of Proposition 6.1 saying that ΦPL : Db(X) !!Db(Y ) is
an equivalence if ΦP : Db(X) !!Db(Y ) is one (both functors go in the same
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direction). One first shows that ΦPL is fully faithful by applying Proposition 7.1.
Indeed,

Hom(ΦPL(k(x)),ΦPL(k(y))[i]) % Hom(i∗xP∨, i∗yP∨[i])

% Hom((i∗xP)∨, (i∗yP)∨[i])

% Hom(i∗yP, i∗xP[i])

% Hom(ΦP(k(y)),ΦP(k(x))[i]).

For the second isomorphism use that dualizing and pull-back commute (cf. (3.17),
p. 85). In order to see that ΦPL : Db(X) !!Db(Y ) is in fact an equivalence, apply
the proposition. Indeed, as ΦP is an equivalence, we have PL⊗q∗ωX % PL⊗p∗ωY .

Corollary 7.8 Suppose X and Y are smooth projective varieties of the same
dimension and with trivial canonical bundle ωX , respectively ωY . Then any fully
faithful exact functor Db(X) !!Db(Y ) is an equivalence. !

Exercise 7.9 Find a proof of this corollary that only uses the existence of a
left (or right) adjoint and not Orlov’s existence result. (Hint: Use Remark 1.31.)

Here is another application of the same techniques.

Proposition 7.10 Consider a fully faithful Fourier–Mukai transform

ΦP : Db(X) !!Db(Y )

and suppose that its right adjoint H = ΦPR satisfies

H(F• ⊗ ωY ) % H(F•)⊗ ωX .

Then, ΦP is an equivalence.

Proof We shall again apply Proposition 1.54. Let G ( F := ΦP ( H. Suppose
H(F•) = 0. Then for any F• ∈ Db(Y )

Hom(G(F•), E•) % Hom(F•, F (E•))

% Hom(F (E•),F• ⊗ ωY [dim(Y )])∗

% Hom(E•, H(F• ⊗ ωY )[dim(Y )])∗ = 0,

where we use that H(F• ⊗ ωY ) % H(F•)⊗ ωX % 0.
Thus, Hom(G(F•), E•) = 0 for any E• ∈ Db(X) and hence also G(F•) % 0.

Note that only ‘H(F•) % 0 implies H(F• ⊗ ωY ) = 0’ has been used. !

A similar argument shows that another sufficient assumption would be that
H commutes with Serre functors. Of course, once we assume that both varieties
have the same dimension, these two assumptions are equivalent.

It is not difficult to modify the above proof in order to get the original
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Proposition 7.11 (Bridgeland) Suppose ΦP : Db(X) !!Db(Y ) is fully
faithful. Then ΦP is an equivalence if and only if

ΦP(k(x))⊗ ωY % ΦP(k(x))

for all closed points x ∈ X. See [18].

Proof Note that the assertion follows directly from Corollary 1.56 if we assume
in addition that dim(X) = dim(Y ). In this case ΦP(k(x))⊗ωY % ΦP(k(x)) says
that ΦP commutes with Serre functors on the spanning class {k(x)}.

If we don’t know yet that dim(X) = dim(Y ), then we argue as above. Assume
H(F•) % 0, where as before G ( F ( H with F := ΦP . Then

Hom(G(F•), k(x)[i]) % Hom(F•, F (k(x))[i])

% Hom(F•, F (k(x))⊗ ωY [i]) (by assumption)

% Hom(F (k(x)),F•[dim(Y )− i])∗ (Serre duality)

% Hom(k(x), H(F•)[dim(Y )− i])∗ = 0.

Since by Proposition 3.17 the objects of the form k(x) span Db(X), this suffices
to conclude that G(F•) % 0.

The other direction, namely that F (k(x)) % F (k(x))⊗ωY for any equivalence
F , is easier. Either, one applies PR % PL or one argues as follows. Since F is
an equivalence, it commutes with Serre functors and, furthermore, dim(X) =
dim(Y ). Hence

F (k(x)) % F (k(x)⊗ ωX) = F (SX(k(x))[−dim(X)])

% SY (F (k(y)))[−dim(Y )] % F (k(x))⊗ ωY .

(See the proof of Proposition 4.1 for similar arguments.) !

We again mention explicitly the special case when the kernel is a sheaf.

Corollary 7.12 Let P be a sheaf on X × Y flat over X. Assume that ΦP is
fully faithful. Then ΦP is an equivalence if and only if Px % Px ⊗ ωY for all
x ∈ X. !

This corollary is often combined with Corollary 7.5, see Chapter 9. The proof
of the following version of Proposition 7.11 is left to the reader. It uses the
spanning class given by an ample line bundle.

Proposition 7.13 Let F : Db(X) !!Db(Y ) be a fully faithful exact functor
with X and Y smooth projective varieties. Suppose that F (Li⊗ωX) % F (Li)⊗ωY

for all powers Li, i ∈ Z, of an ample line bundle L on X.
Then F is an equivalence. !

Exercise 7.14 Prove the analogue of Corollary 7.4 for equivalences, i.e. show
that ΦP"P′ is an equivalence for any two equivalences ΦP and ΦP′ .
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7.3 Canonical quotients

This section is a digression and you might as well skip it at first reading. It
will be used later when working through the Enriques classification of algebraic
surfaces from the derived category point of view (see Section 12.3). It is included
here as an illustration of some of the techniques encountered so far.

There is a standard construction that trivializes a line bundle of finite order
by passing to an étale cover X̃ !!X. Let us recall some of the details. Consider
an arbitrary line bundle L on X and let

π : |L| !!X

be the associated affine bundle over X. The pull-back π∗L admits a canonical
section t ∈ H0(|L|,π∗L) which in a closed point ) ∈ L(x) over a closed point
x = π()) ∈ X takes the value ) ∈ (π∗L)()) = L(x). In fact, t trivializes π∗L away
from the zero section.

Suppose now that Ln % OX for some finite n > 0 and choose a trivializing sec-
tion s ∈ H0(X, Ln). The equation tn−π∗s ∈ H0(|L|,π∗Ln) defines a subscheme
X̃ ⊂ |L|. A local calculation shows that the induced projection π : X̃ !!X is
étale. Moreover, π∗OX̃ %

⊕n−1
k=0 L−k (see [5, I.17]). If the order of L is exactly

n, then X̃ is connected. Moreover, the cyclic group G := Z/nZ acts freely by
covering maps such that X̃/G = X.

Suppose X is a smooth projective variety with a canonical bundle ωX of finite
order n. The above construction applied to L = ω∗X yields the canonical cover
π : X̃ !!X. Note that the canonical cover behaves well with respect to products,
i.e. if πX : X̃ !!X and πY : Ỹ !! Y are the canonical covers of X, respectively
Y , then their product πX×πY : X̃×Ỹ !!X×Y is the canonical cover of X×Y .
Similarly, X̃ × Ỹ !! X̃ × Y is the canonical cover of X̃ × Y , etc.

If Db(X) % Db(Y ) then by Proposition 4.1 with ωX of order n, ωY is also of
order n. So one might ask whether the derived equivalence of X and Y implies
derived equivalence of their canonical covers X̃, respectively Ỹ . This turns out
to be true and will be proved here. The result of Bridgeland and Maciocia is
more precise than this. In order to phrase it, we need the following
Definition 7.15 Suppose X and Y are smooth projective varieties with canon-
ical bundles of order n. Let πX : X̃ !!X and πY : Ỹ !! Y denote the canonical
covers. We say that an equivalence Φ : Db(X) % Db(Y ) lifts to an equivalence
Φ̃ : Db(X̃) % Db(Ỹ ) if the two diagrams

Db(X̃)

πX∗

$$

Φ̃
!!

(∗)

Db(Ỹ )

πY ∗

$$

Db(X)
Φ

!! Db(Y )

Db(X̃)
Φ̃

!!

(∗∗)

Db(Ỹ )

Db(X)

π∗
X

''

Φ
!! Db(Y )

π∗
Y

''

commute.
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Eventually, one is interested in Z/nZ-equivariant lifts Φ̃. This means that there
exists an automorphism µ : Z/nZ ∼ !!Z/nZ such that

Φ̃ ◦ g∗ % µ(g)∗ ◦ Φ̃

for any g ∈ Z/nZ. Of course, it suffices to check this condition for a generator of
Z/nZ, which in the sequel will be denoted g ∈ Z/nZ.

In order to construct a lift Φ̃ for a given Φ, one needs the following standard
(at least for sheaves) fact.

Lemma 7.16 Suppose π : X̃ !!X is the canonical cover of X and P ∈
Db(X). Then P % P ⊗ ωX if and only if there exists an object P̃ ∈ Db(X̃)
with π∗P̃ % P. See [23]. !

We shall apply this to the product situation:

Corollary 7.17 Suppose P ∈ Db(X×Y ) satisfies P⊗q∗ωX % P⊗p∗ωY . Then
there exists an object P̃ ∈ Db(X̃ × Ỹ ) with

(idX × πY )∗P % (πX × idỸ )∗P̃ ∈ Db(X × Ỹ ). (7.5)

Proof In order to apply Lemma 7.16, it suffices to check (idX × πY )∗P %
(idX × πY )∗P ⊗ ωX×Ỹ . As π∗Y ωY % ωỸ % OỸ , this follows from

(idX × πY )∗P ⊗ ωX×Ỹ % (idX × πY )∗(P ⊗ ωX×Y )

% (idX × πY )∗(P ⊗ (p∗ω2
Y )) % (idX × πY )∗P.

!

Proposition 7.18 (Bridgeland, Maciocia) Suppose X and Y are smooth
projective varieties with canonical bundles of finite order. Then any equivalence
Φ : Db(X) % Db(Y ) admits an equivariant lift Φ̃ : Db(X̃) % Db(Ỹ ). See [23].

Proof Equivalences are always of Fourier–Mukai type (see Proposition 5.14).
So, we can work with the corresponding kernels. Suppose Φ = ΦP . As Φ is an
equivalence, its kernel satisfies P⊗q∗ωX % P⊗p∗ωY . Hence, the corollary applies
and yields an object P̃ satisfying (7.5). The induced Fourier–Mukai transform
will be denoted Φ̃ := ΦP̃ .

Let us first check the commutativity of (∗∗) in Definition 7.15.
Exercise 5.12 and (7.5) yield an isomorphism between

Db(X)
Φ

!! Db(Y )
π∗

Y
!! Db(Ỹ )

and

Db(X)
π∗

X
!! Db(X̃)

Φ̃
!! Db(Ỹ ),

i.e. π∗Y ◦ Φ % Φ̃ ◦ π∗X .
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Before proving that also (∗) commutes, let us prove that Φ̃ is an equivalence. As
X̃ and Ỹ both have trivial canonical bundle, it suffices to prove full faithfulness.
For this purpose choose an ample line bundle L on X which naturally induces
ample sequences Li in Coh(X) and π∗XLi in Coh(X̃). Indeed, since πX is finite,
π∗XL is again ample.

Invoke Proposition 1.49 and Corollary 3.19 to see that full faithfulness follows
from the bijectivity of the natural maps

Φ̃π∗
XLi,π∗

XLj : HomDb(X̃)(π
∗
XLi,π∗XLj) !! HomDb(Ỹ )(Φ̃(π∗XLi), Φ̃(π∗XLj)).

By adjunction and projection formula (3.11)

HomDb(X̃)(π
∗
XLi,π∗XLj) % HomDb(X)(Li, Lj ⊗ πX∗OX̃)

%
n−1⊕

k=0

HomDb(X)(Li, Lj ⊗ ωk
X)

and, similarly,

HomDb(Ỹ )(Φ̃(π∗XLi), Φ̃(π∗XLj)) % HomDb(Ỹ )(π
∗
Y Φ(Li),π∗Y Φ(Lj))

%
n−1⊕

k=0

HomDb(Y )(Φ(Li),Φ(Lj)⊗ ωk
Y ).

For the latter we use Φ̃ ◦ π∗X % π∗Y ◦ Φ, which also ensures that Φ̃π∗
XLi,π∗

XLj

respects the direct sum decomposition, i.e. it is the direct sum of the natural
bijections

ΦLi,Lj⊗ωk
X

: HomDb(X)(Li, Lj ⊗ ωk
X) !! HomDb(Y )(Φ(Li),Φ(Lj)⊗ ωk

Y ).

Note that Φ(Lj ⊗ ωk
X) % Φ(Lj) ⊗ ωk

Y , for Φ is an equivalence and as such
commutes with Serre functors.

Once π∗Y ◦ Φ % Φ̃ ◦ π∗X and the fact that Φ̃ is an equivalence are established,
the commutativity of (∗) can be proved as follows: take right adjoints to obtain
ΦPR ◦πY ∗ % πX∗ ◦ΦP̃R

, and then compose with Φ from the left and with Φ̃ from
the right.

It remains to prove that Φ̃ is equivariant. As before, we pick a generator
g ∈ Z/nZ. Then consider the autoequivalence

Ψ̃ := Φ̃ ◦ g∗ ◦ Φ̃−1 : Db(Ỹ )
∼

!! Db(Y ).

Clearly, Ψ̃ lifts the identity on Db(Y ). Thus, it suffices that any lift of the iden-
tity is of the form h∗ : Db(Ỹ ) !!Db(Ỹ ) for some h ∈ Z/nZ; the isomorphism
µ : Z/nZ ∼ !!Z/nZ is then defined by g ! !! h.
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Since Ψ̃ lifts the identity, there exists for any closed point y ∈ Ỹ a closed
point y′ ∈ Y such that πY ∗Ψ̃(k(y)) % k(y′). Hence, Ψ̃(k(y)) is also isomorphic to
k(f(y)) for some closed point f(y) ∈ Ỹ . Thus Corollary 5.23 applies and shows
that f describes an automorphism of Ỹ and Ψ̃ % (M ⊗ ( )) ◦ f∗ for some line
bundle M on Ỹ . Clearly, f covers the identity on Y and is thus induced by some
h ∈ Z/nZ. Evaluating Ψ̃ on OỸ = π∗Y OY yields M % OỸ . !
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SPHERICAL AND EXCEPTIONAL OBJECTS

It is clearly a difficult task to construct interesting autoequivalences of a given
derived category or to uncover the complete structure of the derived category
itself. Only very few general principles are known and this chapter is devoted to
the presentation of those that are related to the existence of special objects in
the derived category.

In the first section we shall introduce spherical objects, a notion that has
been motivated by considerations in the context of mirror symmetry. Spherical
objects naturally induce autoequivalences and their action on cohomology can
be described precisely. In particular, we will be in the position to construct
interesting non-trivial autoequivalences that act trivially on cohomology.

Considering more than one spherical object yields more autoequivalences. For
certain configurations of spherical objects this construction gives rise to an action
of the braid group. These results, due to Seidel and Thomas, are the topic of
Section 8.2.

The results of Section 8.3 are almost classical. We give an account of the
Beilinson spectral sequence and how it is used to deduce a complete descrip-
tion of the derived category of the projective space and, more generally, of the
derived category of a projective bundle. This will use the language of exceptional
sequences and semi-orthogonal decompositions encountered in Section 1.4.

The final section gives a simplified account of work of Horja which extends the
theory of spherical objects and their associated twists to a broader geometric
context.

8.1 Autoequivalences induced by spherical objects

In this section X denotes a smooth projective variety over a field k. As we will
not use Proposition 7.1 the field does not necessarily need to be algebraically
closed or of characteristic zero.

Definition 8.1 An object E• ∈ Db(X) is called spherical if

i) E• ⊗ ωX % E• and

ii) Hom(E•, E•[i]) =
{

k if i = 0,dim(X)
0 otherwise.

Condition ii) can equivalently be expressed as

Hom(E•, E•[∗]) % H∗(Sdim(X), k),

where Sdim(X) is the real sphere of dimension dim(X). This explains the name.
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In the following we shall denote spherical objects (and in fact any complex)
simply by E . Whether they are sheaves, as they indeed are in most of the
examples, is of no importance.

Note that choosing an isomorphism in i) and applying Serre duality yields a
canonical isomorphism Hom(E , E) % Hom(E , E [dim(X)])∗.

Exercise 8.2 Let E be a spherical object. Show that E∨, E [i] for any i ∈ Z,
and E ⊗ L for any L ∈ Pic(X) are again spherical objects.

Using the cone construction (cf. Definition 2.15), one associates to any object
E ∈ Db(X) the following object P := PE in the derived category Db(X ×X) of
the product:

PE := C
(

q∗E∨ ⊗ p∗E !! O∆

)
. (8.1)

Here, O∆ is the structure sheaf of the diagonal ∆ ⊂ X × X viewed as a sheaf
on X × X. So, more accurately O∆ = ι∗OX with ι the diagonal embedding
ι : X ∼ !!∆ ⊂ X ×X. The homomorphism in (8.1) is given as the composition
of the restriction

q∗E∨ ⊗ p∗E !! ι∗ι∗((q∗E∨ ⊗ p∗E)) = ι∗(E∨ ⊗ E),

and of the direct image ι∗tr of the trace map (see p. 77)

tr : E∨ ⊗ E !! OX .

In other words and more accurately, PE is an object that completes the natural
morphism q∗E∨ ⊗ p∗E !!O∆ to a distinguished triangle

q∗E∨ ⊗ p∗E !! O∆ !! PE !! q∗E∨ ⊗ p∗E [1].

(The cone cannot be defined in general, as the trace is not a true morphism of
complexes, but only defined as a morphism in the derived category.)

In fact, the cone construction is not functorial due to the non-uniqueness in
the axiom TR3 (see Definition 1.32). The object PE exists, but it is defined only
up to non-unique isomorphism.

Definition 8.3 The spherical twist associated to a spherical object E ∈ Db(X)
is by definition the Fourier–Mukai transform

TE := ΦPE : Db(X) !! Db(X)

with kernel PE .

Exercise 8.4 Let E be a spherical object. Show that there exists a natural
isomorphism TE % TE[1] (see Exercise 8.2).
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Exercise 8.5 Let E be a spherical object.

i) Show that for any object F ∈ Db(X) there exists an isomorphism

TE(F) % C
(

Hom(E ,F [∗])⊗ E !! F
)

.

More precisely,

TE(F) % C
(⊕

i (Hom(E ,F [i])⊗ E [−i]) !! F
)

with the first morphism given by evaluation. (Use that trace and evaluation
yield the same homomorphism V ∨ ⊗ V !! k.)

(Again, we are sloppy here. The cone does not make sense. What is meant,
of course, is that the image under the spherical twist completes the evaluation
morphism (in the derived category) to a distinguished triangle.)

ii) Use i) to prove

TE(E) % E [1− dim(X)] and TE(F) % F (8.2)

for any F ∈ Db(X) with Hom(E ,F [i]) = 0 for all i ∈ Z (i.e. F ∈ E⊥).

The following result was suggested by Kontsevich. A complete proof was given
by Seidel and Thomas in [106].

Proposition 8.6 Let E be a spherical object in the derived category Db(X) of
a smooth projective variety X. Then the induced spherical twist

TE : Db(X)
∼

!! Db(X)

is an autoequivalence.

Proof As often, the difficult part of the proof is to show that the functor is
fully faithful. Indeed, once this has been established, one easily deduces that TE
is an equivalence from E ⊗ ω % E ,

PE ⊗ q∗ωX = C
(

q∗(E∨ ⊗ ωX)⊗ p∗E !! O∆ ⊗ q∗ωX

)

% C
(

q∗E∨ ⊗ p∗E !! O∆ ⊗ p∗ωX

)

% PE ⊗ p∗ωX ,

and Proposition 7.6.
(One could also argue that TE commutes with Serre functors on objects F = E

and F ∈ E⊥, which follows directly from (8.2). Corollary 1.56 then yields the
assertion as soon as one knows that these objects span Db(X), which will be
shown next.)
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In order to show that TE is fully faithful, we apply Proposition 1.49. The
spanning class Ω we wish to consider in the present situation consists of E and
all F ∈ Db(X) such that Hom(E ,F [i]) = 0 for all i ∈ Z. In other words, Ω :=
{E} ∪ E⊥.

Let us first verify that Ω is indeed spanning. Suppose F ∈ Db(X) is an
object such that Hom(G,F [i]) = 0 for all G ∈ Ω and all i ∈ Z. In partic-
ular, Hom(E ,F [i]) = 0 for all i ∈ Z and, therefore, F ∈ E⊥ ⊂ Ω. Thus,
id ∈ Hom(F , F) = 0, which yields F % 0.

If F ∈ Db(X) is such that Hom(F ,G[i]) = 0 for all G ∈ Ω and all i ∈ Z, then
Serre duality shows Hom(G, F ⊗ ωX [i]) = 0 for all G ∈ Ω and all i ∈ Z. As was
shown before, this implies F ⊗ ωX % 0 and hence F % 0.

In order to verify that

TE : Hom(G1,G2[i]) !! Hom(TE(G1), TE(G2))[i]) (8.3)

is an isomorphism for all i ∈ Z and all G1, G2 ∈ Ω we shall use the description of
the image TE(G) for G ∈ Ω given in Exercise 8.5.

Thus (8.3) is an isomorphism for G1 = E and G2 ∈ E⊥ or vice versa, because
in these cases both sides are simply trivial. (Serre duality and the assumption
E ⊗ ωX % E come in here.)

Next one considers the case G1 % G2 % E . The image of id ∈ Hom(E , E) is
again the identity id = TE(id) : E [1− dim(X)] !! E [1− dim(X)]. It is similarly
straightforward to check that (8.3) is the identity for i = dim(X).

Eventually, one deals with the case G1,G2 ∈ E⊥. Here, one finds that (8.3)
composed with the isomorphisms TE(Gi) % Gi obtained in Exercise 8.5 yields a
bijection Hom(G1,G2) = Hom(G1, G2). Hence (8.3) is bijective as well. !

Exercise 8.7 In view of the distinguished triangle

T (F)[−1] !!
⊕

Hom(E ,F [i])⊗ E [−i] !! F !! T (F)

one might wonder whether the two triangulated subcategories 〈E〉 and E⊥, which
span Db(X) (see the proof), actually define a semi-orthogonal decomposition of
Db(X) (see Definition 1.59). Why don’t they?

Spherical objects are almost exclusively studied on Calabi–Yau manifolds, i.e.
varieties with trivial canonical bundle ωX % OX . In this case, the condition i) in
Definition 8.1 is automatically satisfied. For Calabi–Yau manifolds the preceding
exercise can be generalized to the following one.

Exercise 8.8 Show that the derived category Db(X) of a Calabi–Yau manifold
X does not admit any non-trivial semi-orthogonal decomposition.

Remark 8.9 The original proof of Seidel and Thomas is phrased purely in
terms of homological algebra, i.e. not using the description of the spherical twist
as a Fourier–Mukai transform. The above short proof is taken from [95].
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Examples 8.10 i) Consider a smooth projective curve C and a closed point
x ∈ C. Then k(x) is a spherical object. The spherical twist Tk(x) turns out to
be isomorphic to the functor given by F ! !!F ⊗ O(x), where O(x) is the line
bundle associated to x ∈ C.

One way to see this is to show that there exists a functorial isomorphism
Tk(x) % O(x)⊗ ( ) on the subcategory spanned by all line bundles and then to
apply Proposition 4.23 or 4.24.

Now, for a line bundle L one has Hom(k(x), L) = 0 and Ext1(k(x), L) =
Hom(k(x), L[1]) is spanned by the unique extension provided by

0 !! L !! L(x) !! k(x) !! 0.

Hence, there exists a functorial isomorphism

Tk(x)(L) % C
(
Ext1(k(x), L)[−1]⊗ k(x) !!L

)
,

i.e. Tk(x)(L) % L(x).
ii) If X is a true Calabi–Yau manifold, i.e. ωX % OX and Hi(X, OX) = 0 for

0 < i < dim(X), then any line bundle L on X is a spherical object. For L = OX

the associated Fourier–Mukai kernel is the shifted ideal sheaf I∆ of the diagonal.
iii) Let X be a smooth projective surface and C ⊂ X a smooth irreducible

rational curve with C2 = −2. Then OC is a spherical object. More generally,
any OC(k) is a spherical object. Here, OC(k) is the pull-back of OP1(k) under
an isomorphism C % P1. Any smooth irreducible rational curve in a K3 surface
satisfies the hypothesis C2 = −2.

iv) Let now C be a smooth rational curve contained in a true Calabi–Yau
variety X of dimension three. Assume that the normal bundle of C is isomorphic
to NC/X % O(−1) ⊕ O(−1). Then OC is a spherical object. Indeed, by Serre
duality

Hom(OC ,OC [3]) % Hom(OC ,OC)∗ % k

and

Hom(OC ,OC [2]) % Hom(OC , OC [1])∗ % Ext1X(OC ,OC)∗.

The latter group is trivial, as it measures infinitesimal deformations of OC and
there are none under the assumption H0(C,NC/X) = 0. (The relation between
the Ext-groups and the normal bundle will be discussed in broader generality in
Section 11.2.)

v) The previous example can be generalized to cover a situation that will
interest us in Chapter 11. Consider a smooth subvariety P ⊂ X in a true Calabi–
Yau variety X of dimension 2n + 1. Suppose

P % Pn and NP/X % O(−1)⊕n+1.

By using the isomorphism ExtqX(OP , OP ) %
∧q NP/X proved in Proposition 11.8

the spectral sequence (3.16)

Ep,q
2 = Hp(X, ExtqX(OP , OP ))⇒ Extp+q

X (OP ,OP )
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becomes

Ep,q
2 = Hp(P,

∧q
NP/X)⇒ Extp+q

X (OP ,OP ).

The standard Bott formulae yield Ep,q
2 = 0 except for (p, q) = (0, 0) or (n, n+1).

Moreover, E0,0
2 = En,n+1

2 = k. This shows

Ext∗X(OP ,OP ) % H∗(S2n+1, k)

and, hence, since X has trivial canonical bundle, OP ∈ Db(X) is spherical.
vi) Abelian varieties (see Chapter 9), true Calabi–Yau varieties (see iii) above)

and algebraic symplectic varieties form the building blocks for all varieties with
trivial canonical bundle. By definition an algebraic symplectic variety is a variety
that possesses a global section of Ω2

X which is non-degenerate at every point. The
Pfaffian of such a section trivializes the canonical bundle ωX . In particular Hodge
theory tells us that H2(X, OX) = H0(X,Ω2

X) is non-trivial. Of course, this also
holds true for abelian varieties of dimension at least two.

In characteristic zero, a variety of dimension at least three with non-trivial
H2(X, OX) admits no spherical objects of non-trivial rank. This is shown by
means of the trace map which induces a surjection Ext2(E , E) !!H2(X, OX),
whenever rk(E) .= 0. (The rank of a complex is of course defined as the alternating
sum of the ranks of all the participating sheaves.)

One can in fact show that abelian varieties of dimension at least two do not
admit any spherical objects. Most likely, the same holds true for algebraic sym-
plectic manifolds from dimension four on. Thus, in higher dimensions the theory
of spherical twists is only of interest for genuine Calabi–Yau manifolds.

Remark 8.11 The kernel of the inverse T−1 of a spherical twist T := TE is
not so easily described. However, as in Exercise 8.5, i) its effect on objects can
be described in terms of distinguished triangles.

More precisely, for any object G ∈ Db(X) there exists a distinguished triangle
of the form

T−1G !! G !! E [d]⊗Hom(E ,G[∗]) !! T−1G[1]. (8.4)

Indeed, applying the exact functor T−1 to the original distinguished triangle in
i), Exercise 8.5 yields

T−1G !! G !! T−1E [1]⊗Hom(E ,G[∗]) !! T−1G[1].

Using T−1E % E [d− 1] (see Exercise 8.5, ii)) we obtain (8.4).

When studying any kind of Fourier–Mukai transform the natural reflex is to
first exhibit its action on cohomology. This will be done now for spherical twists.
More precisely, for any spherical object E ∈ Db(X) and its associated spherical
twist TE : Db(X) !!Db(X) we shall describe

TH
E : H∗(X, Q) !! H∗(X, Q).
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To E , as to any other object in Db(X), one associates its Mukai vector

v(E) := ch(E)
√

td(X) ∈ H∗(X, Q).

If 〈 , 〉 denotes the Mukai pairing on H∗(X, Q) introduced in Section 5.2, then

〈v(E), v(E)〉 = χ(E , E) =
∑

i

(−1)i dim Hom(E , E [i]).

Thus, for a spherical object E we have

〈v(E), v(E)〉 =
{

2 if dim(X) ≡ 0 (2)
0 if dim(X) ≡ 1 (2).

In fact, the second equality holds true for any object E , as the Mukai pairing on
an odd dimensional variety is alternating (see Exercise 5.43).

Lemma 8.12 Let E ∈ Db(X) be a spherical object. Then the induced spherical
twist TE acts on H∗(X, Q) by

TH
E : v ! !! v − 〈v(E), v〉 · v(E).

Proof By definition TE is the Fourier–Mukai transform with kernel

PE = C(q∗E∨ ⊗ p∗E !!O∆)

whose Mukai vector is of the form v(O∆)−q∗v(E∨).p∗v(E) = [∆]−q∗v(E∨)p∗v(E)
(see Exercise 5.34). Hence,

TE(v) = v −
(∫

X
v.v(E∨)

)
· v(E)

= v −
(∫

X
exp(c1(X)/2).v.v(E)∨

)
· v(E)

= v − 〈v(E), v〉 · v(E),

where we use Lemma 5.41 and the fact that v(E)∨ is an even cohomology class
so that

∫
X v(E)∨.v =

∫
X v.v(E)∨ for all v. !

In particular,

TH
E (v(E)) =

{
−v(E) if dim(X) ≡ 0 (2)
v(E) if dim(X) ≡ 1 (2),

which can also be seen as a consequence of TE(E) % E [1 − dim(X)] (cf.
Exercise 8.5, ii)).

Corollary 8.13 If E is a spherical object on an even dimensional variety X,
then the spherical twist TE acts on H∗(X, Q) by reflection in the hyperplane
orthogonal to v(E). !
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Remark 8.14 In particular, in the even dimensional case (TH
E )2 = idH∗ . On

the other hand, T 2
E sends E to E [2 − 2 dim(X)] and any F ∈ 〈E〉⊥ to F again.

Hence, T 2
E is neither the identity nor a pure shift functor.

In other words, on an even dimensional variety any spherical object E gives
rise to an element

T 2
E ∈ Ker

(
Aut(Db(X)) !! Aut(H∗(X, Q))

)

no non-trivial power of which is contained in the subgroup generated by the
double shift F ! !!F [2].

Exercise 8.15 Suppose E is a spherical object on a variety X of odd dimension.
Show that (TH

E )k(v) = v − k · 〈v, v(E)〉 · v(E) for any k ∈ Z. Thus, if v(E) .=
0 then TH

E (and hence TE) is of infinite order. For a geometric instance see
Examples 8.10, iv).

Besides abelian varieties, to be treated in Chapter 9, there are essentially two
other types of smooth projective varieties with trivial canonical bundle. Those
with trivial H0(X,Ωi

X) for 0 < i < dim(X), which were called true Calabi–
Yau varieties above, and those with an everywhere non-degenerate two-form
σ spanning H0(X,Ω2). The latter are called (irreducible) algebraic symplectic
varieties, for σ can be viewed as the algebraic analogue of a symplectic form. On
a true Calabi–Yau variety, any line bundle provides an example of a spherical
object, whereas on algebraic symplectic varieties of dimension at least four we
do not expect any spherical object to exist at all.

In this sense, algebraic symplectic varieties are not covered by the previous
discussion (see however the discussion of EZ-spherical objects in Section 8.4 and
in particular Examples 8.49, iv)). There is however another type of object on
algebraic symplectic varieties that give rise to autoequivalences; these are the
so-called P-objects and their associated P-twists.

There is a striking analogy between the theory of spherical twists and of
P-twists and an amusing interplay between them, when the symplectic variety
can be put in a certain family. This has been explained in [56]. Here, we shall
just outline the construction of a P-twist and state that it is an equivalence. The
techniques are similar, but slightly more involved than in the spherical case.

In the following discussion we will not explicitly require X to be an algebraic
symplectic variety, but this is the type of variety we have in mind.

Definition 8.16 An object E• ∈ Db(X) in the derived category of a smooth
projective variety X is a Pn-object if

i) E• ⊗ ωX % E• and

ii) Hom(E•, E•[∗]) % H∗(Pn, k).
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The isomorphism in ii) is supposed to be an isomorphism of graded algebras,
where the multiplication in Hom(E•, E•[∗]) is given by composition. Note that
Serre duality implies dim(X) = 2n.

Examples 8.17 i) Suppose X is an algebraic symplectic variety of dimension
2n and P := Pn ⊂ X. One can show that NP/X % ΩP and hence Extq(OP ,OP ) %
Ωq

P (cf. Proposition 11.8). Thus the spectral sequence

Ep,q
2 = Hp(X, Extq(OP ,OP ))⇒ Extp+q

X (OP ,OP )

yields a ring isomorphism Ext∗X(OP ,OP ) % H∗(P,Ω∗P ) = H∗(Pn, C). Hence,
OP ∈ Db(X) is a Pn-object.

ii) If X is an algebraic symplectic variety, then H∗(X, OX) % H∗(Pn, C).
Hence, any line bundle L on X is a Pn-object. Indeed, Ext∗(L, L) % H∗(X, OX).

Let E ∈ Db(X) be a Pn-object and h̄ ∈ Hom(E , E [2]) a generator thought of
as a morphism h : E [−2] !! E . The image of h̄ under the natural isomorphism
Hom(E , E [2]) % Hom(E∨, E∨[2]) will be denoted h̄∨, which represents a morphism
h∨ : E∨[−2] !! E∨.

Then introduce H := h∨ ! id− id ! h on X ×X which is a morphism

H : (E∨ ! E) [−2] !! E∨ ! E .

The cone H := C(H) of this morphism fits in a distinguished triangle

(E∨ ! E) [−2]
H

!! E∨ ! E !! H !! (E∨ ! E) [−1]. (8.5)

Recall that the kernel of the spherical twist associated to a spherical object is
by definition the cone of the trace morphism tr : E∨ ! E !!O∆.

As it turns out, the trace factorizes over a morphism t : H !!O∆. Indeed,
applying Hom( , O∆) to (8.5) yields a long exact sequence.

By definition of H, the boundary morphisms

HomX×X(E∨ ! E ,O∆[i]) !! HomX×X(E∨ ! E ,O∆[i + 2])

% HomX(E , E [i]) % HomX(E , E [i + 2])

are given by h̄ − h̄ = 0. Hence Hom(H, O∆) !!Hom(E∨ ! E ,O∆) is an
isomorphism, giving the unique lift t of the trace map.

To any Pn-object E ∈ Db(X) one associates the cone

QE := C
(
H

t
!! O∆

)
∈ Db(X).

Definition 8.18 Let E ∈ Db(X) be a Pn-object. The associated Pn-twist PE is
the Fourier–Mukai transform

PE := ΦQE : Db(X) !! Db(X)

with kernel QE .
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Proposition 8.19 (Huybrechts, Thomas) For any Pn-object E ∈ Db(X)
the associated Pn-twist is an autoequivalence

PE : Db(X)
∼

!! Db(X).

See [56].

8.2 Braid group actions

Let us start with a few recollections on the braid group.
The braid group Bm+1 on (m + 1)-strands is the group that is generated by

elements β1, . . . ,βm subject to the relations

βi · βi+1 · βi = βi+1 · βi · βi+1 for all i = 1, . . . , m− 1

βi · βj = βj · βi if |i− j| ≥ 2.

The first relation is best pictured by the geometric realization:

=

Definition 8.20 An Am-configuration of spherical objects in Db(X) consists
of spherical objects E1, . . . , Em ∈ Db(X) such that

⊕

k

dim Hom(Ei, Ej [k]) =
{

1 if |i− j| = 1
0 if |i− j| > 1.

The following technical lemma is the key to the understanding of the
simultaneous action of all the twist functors induced by an Am-configuration.

Lemma 8.21 Let E ∈ Db(X) be a spherical object. Then for any autoequival-
ence Φ : Db(X) ∼ !!Db(X) there exists an isomorphism

Φ ◦ TE % TΦ(E) ◦ Φ.

Proof To make the assertion plausible we will apply an ad hoc argument to
produce an isomorphism Φ(TE(G)) % TΦ(E)(Φ(G)) for any object G.
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Exercise 8.5 applied to T := TΦ(E) and the object Φ(G) provides a distinguished
triangle

Φ(E)⊗Hom(Φ(E),Φ(G)[∗]) !! Φ(G) !! T (Φ(G)). (8.6)

As Φ is an equivalence and hence Hom(Φ(E),Φ(G)[∗]) % Hom(E ,G[∗]), (8.6) can
be written as a distinguished triangle

Φ(E)⊗Hom(E , G[∗])
ϕ

!! Φ(G) !! T (Φ(G)). (8.7)

On the other hand, Exercise 8.5 applied to TE and the object G yields a
distinguished triangle

E ⊗Hom(E ,G[∗])
ψ0

!! G !! TE(G), (8.8)

which after applying Φ provides a distinguished triangle

Φ(E)⊗Hom(E , G[∗])
ψ

!! Φ(G) !! Φ(TE(G))

with ψ := Φ(ψ0). A moment’s thought reveals ϕ = ψ. Hence, by TR3 there exists
a, not necessarily unique, isomorphism Φ(TE(G)) % TΦ(E)(Φ(G)).

The problem that remains is to show that these individual isomorphisms
constructed in this way for each given G indeed glue to an honest functor iso-
morphism Φ ◦ TE % TΦ(E) ◦Φ, the difficulty being caused by the non-uniqueness
of the completing morphism in TR3.

The existence of an isomorphism is equivalent to the commutativity of the
diagram

Db(X)

TE

$$

Db(X)
Φ−1

88

TΦ(E)

$$

Db(X)
Φ

!! Db(X).

Denote the Fourier–Mukai kernel of Φ by S ∈ Db(X ×X), i.e. Φ % ΦS . Then
Exercise 5.13, ii) shows that it suffices to prove ΦSR"S(PE) % PΦ(E). (Recall that
ΦSR % Φ−1.)

To this end, apply ΦSR"S to the distinguished triangle

E∨ ! E !! O∆ !! PE

which yields a distinguished triangle

ΦSR(E∨) ! ΦS(E) !! ΦSR"S(O∆) !! ΦSR"S(PE) (8.9)

(cf. Exercise 5.13, i)).
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Invoking the commutative diagram of Exercise 5.13, i)

Db(X)

id

$$

Db(X)
Φ−1

88

ΦΦSR!S (O∆)

$$

Db(X)
Φ

!! Db(X)

shows ΦSR"S(O∆) % O∆.
Using Grothendieck–Verdier duality (see Theorem 3.34) one finds

ΦSR(E∨) = p∗(q∗E∨ ⊗ S∨ ⊗ q∗ωX [dim(X)])

% Hom(p∗(q∗E ⊗ S),OX)

% p∗Hom(q∗E ⊗ S,ωp[dim(p)]) % ΦS(E)∨.

Hence, (8.9) becomes

ΦS(E)∨ ! ΦS(E) !! O∆ !! ΦSR"S(PE).

All identifications are sufficiently canonical to ensure that the first morphism
in this triangle is again just the trace map. Thus, the two objects ΦSR"S(PE)
and PΦ(E) completing it to a distinguished triangle are necessarily isomorphic.

!

In the following, the proposition shall be applied to the case that also Φ is a
spherical twist.

Proposition 8.22 (Seidel, Thomas) Suppose E1, . . . , Em ∈ Db(X) is an
Am-configuration of spherical objects. Then, for the induced spherical twists
Ti := TEi one finds

Ti ◦ Tj % Tj ◦ Ti for |i− j| > 1
Ti ◦ Ti+1 ◦ Ti% Ti+1 ◦ Ti ◦ Ti+1 for i = 1, . . . , m− 1.

Proof The first isomorphism follows directly from the previous lemma and the
assumption Hom(Ej , Ei[∗]) = 0 which implies Tj(Ei) % Ei (see Exercise 8.5).

For the second assertion one first applies the lemma to conclude

Ti ◦ Ti+1 ◦ Ti % Ti ◦ TTi+1(Ei) ◦ Ti+1

% TTi(Ti+1(Ei)) ◦ Ti ◦ Ti+1.

Hence, it suffices to prove Ti(Ti+1(Ei)) % Ei+1[)] for some ) (cf. Exercise 8.4).
If necessary, we shift Ei+1 such that dim Hom(Ei+1, Ei) = 1. Thus, applying

Exercise 8.5 to Ti+1 produces a distinguished triangle

Ei+1 !! Ei
!! Ti+1(Ei) !! Ei+1[1]
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and by applying the exact functor Ti to it yet another one

Ti(Ei+1)
ϕ1

!! Ti(Ei) !! Ti(Ti+1(Ei)) !! Ti(Ei+1)[1].

For the term in the middle we use the isomorphism Ti(Ei) % Ei[1 − d], where
d = dim(X) (cf. Exercise 8.5).

Similarly, Ti(Ei+1) is described by the distinguished triangle

Ei[−d] !! Ei+1 !! Ti(Ei+1) !! Ei[1− d]

or, equivalently,

Ti(Ei+1)
ϕ2

!! Ei[1− d] !! Ei+1[1] !! Ti(Ei+1)[1].

Since Hom(Ei+1, Ei) % Hom(Ti(Ei+1), Ti(Ei)) is of dimension one, the two
morphisms ϕ1 and ϕ2 coincide up to scaling. Hence, Ti(Ti+1(Ei)) % Ei+1[1]
by TR3. !

Remark 8.23 The proposition can be rephrased by saying that any Am-
configuration of spherical objects in Db(X) induces a group homomorphism

Bm+1 !! Aut(Db(X)),

i.e. a ‘representation’ of the braid group on Db(X).

Theorem 8.24 (Seidel, Thomas) Suppose E1, . . . , Em ∈ Db(X) is an Am-
configuration of spherical objects on a smooth projective variety X of dimension
at least two. Then the induced representation

Bm+1
! " !! Aut(Db(X))

is injective. See [106].

The proof of this deep theorem is far beyond the scope of these notes. Roughly,
one tries to extract a ‘smaller’ representation of the braid group for which faith-
fulness can be shown more easily. In fact, it is shown that any non-trivial element
g of the braid group acts non-trivially on at least one of the spherical objects Ei,
i.e. g(Ei) .% Ei. Clearly, by the very nature of the braid group some fair amount
of topology has to come in at some point.

If X is even-dimensional and the Mukai vectors v(Ei) are linearly independent,
then the braid group action

Bm+1 !! Aut(Db(X))

covers the Weyl group action

Wm
!! Aut(H∗(X, Q))
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given by the reflections in the hyperplanes orthogonal to the v(Ei). Hence,
in order to prove injectivity of Bm+1 !!Aut(Db(X)) it suffices to verify the
faithfulness of the induced action of the pure braid group, i.e. that the kernel
of Bm+1 !!Wm injects into Aut(Db(X)). To have an example in mind, con-
sider T 2

i , which acts trivially on cohomology, i.e. represents an element in the
pure braid group. The action on Db(X) is non-trivial as has been shown by
Remark 8.14.

Note that linearly dependent Mukai vectors are frequent, e.g. in the example
below, where a counterexample to the assertion without the condition on the
dimension of X is explained.

Examples 8.25 That the assumption on the dimension is indeed needed can
be seen by the following example taken from [106]. Let C be a smooth elliptic
curve. Choose two closed points x1, x2 ∈ C such that O(x1− x2) is a non-trivial
line bundle of order two, e.g. let x1 be the origin and x2 a point of order two.
Clearly, k(x1),OC , k(x2) is an A3-configuration, but the induced representation

B4 !! Aut(Db(X))

is not injective. E.g. consider Tk(xi) % O(xi)⊗ ( ), i = 1, 2, (see Example 8.10,
i)) for which one computes that

Tk(x1) ◦ T−1
k(x2) % (O(x1 − x2)⊗ ( ))

is of order two, a relation that does not hold in B4.

That the braid group comes up in the context of autoequivalences of derived
categories seems rather mysterious. It is however something that is clearly fore-
seen by the principles of mirror symmetry. We refrain from making any comments
in this direction, but the reader is urged to consult [69, 106, 112].

Remark 8.26 Szendrői constructs in [111] braid group actions for more gen-
eral configurations, i.e. of Artin groups of more complicated Dynkin diagrams.
His construction covers other geometrically interesting situations incorporating
certain phenomena coming from deforming Calabi–Yau varieties. In certain cases
he shows faithfulness of the action by reducing it to the original result of Seidel
and Thomas.

8.3 Beilinson spectral sequence

Clearly, the Fourier–Mukai transform ΦO∆ : Db(Pn) !!Db(Pn) whose kernel is
the structure sheaf of the diagonal O∆ in Pn × Pn is nothing but the identity
and, as such, not very interesting. However, due to the existence of a very spe-
cial resolution of O∆ as a sheaf on the product, there is nevertheless a highly
intriguing structure that emerges, the Beilinson spectral sequence.

We continue to use the notation F ! G := q∗F ⊗ p∗G. As in the previous
section, we denote complexes simply by E , F , G, etc.
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Lemma 8.27 There exists a natural locally free resolution of O∆ of the form

0 !! ∧n(O(−1) ! Ω(1)) !! ∧n−1(O(−1) ! Ω(1)) !! . . .

. . . !! O(−1) ! Ω(1) !! OPn×Pn !! O∆ !! 0.

Proof To make the argument more transparent, let us write Pn as P(V ). The
Euler sequence can then be written as

0 !! Ω(1) !! V ∗ ⊗O !! O(1) !! 0.

Recall that the fibre of O(−1) at a point ) ∈ P(V ) is by definition identified
with the line ) ⊂ V . Also, the fibre of Ω(1) in )′ is the subspace of those linear
maps ϕ : V !! k that are trivial on )′ ⊂ V . Thus, the Euler sequence at a point
) ∈ P(V ) is

0 !! )⊥ !! V ∗ !! )∗ !! 0.

The homomorphism

O(−1) ! Ω(1) !! OP(V )×P(V )

at a point (), )′) ∈ P(V ) × P(V ) is by definition given by (x,ϕ) ! !! ϕ(x), where
x ∈ ) and ϕ|,′ = 0. Clearly, the image of this map is the ideal sheaf of the
diagonal ∆ ⊂ P(V )× P(V ).

Now, using the standard construction of the Koszul complex yields the claimed
resolution: This is a very general principle that associates to any section s ∈
H0(X, E) of a locally free sheaf E of rank r on a smooth variety with zero locus
Z := Z(s) of codimension r, the Koszul complex

0 !! ∧r E∗ !! . . . !! E∗ !! OX
!! OZ

!! 0,

which is a locally free resolution of OZ . The maps are given by contraction with
the section s, i.e. ϕ ! !! isϕ. !

Note that the structure sheaf of the diagonal ∆ ⊂ X×X for more complicated
varieties (e.g. K3 surfaces) cannot be resolved by sheaves of the form F ! G.

In the following, we denote the complex

0 !! ∧n(O(−1) ! Ω(1)) !! . . . !! O(−1) ! Ω(1) !! OPn×Pn

by L•. So, L0 = OPn×Pn and L−n =
∧n(O(−1)!Ω(1)). As an object in Db(Pn×

Pn) the complex L• is isomorphic to the sheaf O∆.
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Proposition 8.28 (Beilinson) For any coherent sheaf F on Pn there exist
two natural spectral sequences:

Er,s
1 := Hs(Pn,F(r))⊗ Ω−r(−r)⇒ Er+s =

{
F if r + s = 0
0 otherwise (8.10)

and

Er,s
1 := Hs(Pn, F ⊗ Ω−r(−r))⊗O(r)⇒ Er+s =

{
F if r + s = 0
0 otherwise.

(8.11)

Proof The proof is a consequence of the spectral sequence

Er,s
1 = RsF (Ar)⇒ Rr+sF (A)

for any complex A• ∈ Db(A) and the right derived functor RF of a left exact
functor F (cf. Remark 2.67).

In our situation, we consider A• := q∗(F) ⊗ L• and the derived functor of
the direct image with respect to the second projection p : Pn×Pn !! Pn. (Note
that the tensor product need not to be derived, as L• is a complex of locally free
sheaves.) Thus, Ar = F(r) ! Ω−r(−r) and hence

RsF (Ar) % Hs(Pn,F(r))⊗ Ω−r(−r)

due to the projection formula and base change (see p. 83).
On the other hand, A• is quasi-isomorphic to q∗F ⊗ O∆ % ι∗F , with the

diagonal embedding ι : X ∼ !!∆ ⊂ X × X. Therefore, p∗(A•) % p∗(ι∗F) % F .
This proves (8.10).

Interchanging the rôle of p and q, the same argument proves (8.11). !

Since Ω−r(−r) is only non-trivial for r ∈ [−n, 0], the Er,s
1 in (8.10) and (8.11)

are trivial for r < −n or r > 0 independently of F . On the other hand, Er,s
1 = 0

for s < 0 and s > n. Thus, both spectral sequences are concentrated in the
second quadrant.

Corollary 8.29 Any sequence of line bundles of the form

O(a),O(a + 1), . . . ,O(a + n)

on Pn defines a full exceptional sequence in Db(Pn).

Proof For the definition of a full exceptional sequence see Section 1.4.
Firstly, any line bundle O(i) on Pn is an exceptional object in Db(Pn), for

Hom(O(i),O(i)[)]) % H,(Pn,O) =
{

k if ) = 0
0 otherwise.

Secondly, for a ≤ j < i ≤ a + n and hence −n ≤ j − i < 0 and all ) one has

Hom(O(i),O(j)[)]) % H,(Pn,O(j − i)) = 0.

Thus, O(a), . . . ,O(a + n) is an exceptional sequence.
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In order to show that the exceptional sequence is full, i.e. that they generate
Db(Pn), it suffices to prove that any object F in the orthogonal complement
〈O(a), . . . ,O(a + n)〉⊥ is trivial. We shall explain that this follows directly from
the Beilinson spectral sequence if the object F is simply a sheaf (or a shifted
sheaf). For genuine complexes, however, we have to go back to the proof of the
Beilinson spectral sequence.

As it is a nice application of the Beilinson spectral sequence, we prove the
special case of a sheaf first and then give the argument for the general case.

Applying (8.10) to a coherent sheaf F , or rather its twist F(−a), yields a
spectral sequence with

Er,s
1 = Hs(Pn,F(−a)(r))⊗ Ω−r(−r) % Hom(O(i), F [s])⊗ Ω−r(−r).

Here, i = a− r. As Ω−r(−r) is non-trivial only for −n ≤ r ≤ 0; the same holds
true for Er,s

1 .
If now F in addition is orthogonal to any O(i) for i = a, . . . , a + n, i.e.

Hom(O(i),F [s]) = 0 for all s and i = a, . . . , a + n (or, in other words,
−n ≤ r ≤ 0), then all Er,s

1 are in fact trivial and hence also the object the
spectral sequence converges to, i.e. F(−a), is trivial. This proves F % 0.

For the general case, we shall split the resolution L• !!O∆ introduced before
into short exact sequences:

0 !! ∧n(O(−1) ! Ω(1)) !! ∧n−1(O(−1) ! Ω(1)) !! Mn−1 !! 0

0 !! Mn−1 !! ∧n−2(O(−1) ! Ω(1)) !! Mn−2 !! 0

. . .

0 !! M1 !! OPn×Pn !! O∆ !! 0.

Each of these short exact sequences can be regarded as a distinguished tri-
angle in Db(Pn×Pn). Tensor product with p∗F and direct image under the first
projection q yields distinguished triangles on the first factor:

ΦMi+1(F) !! ΦO(−i)"Ωi(i)(F) !! ΦMi(F) !! ΦMi+1(F)[1].

(Note that compared to the special case treated earlier we changed the order of
the two projections here. So, morally we use (8.11) this time.)

Clearly, ΦO(−i)"Ωi(i)(F) % H∗(Pn,F⊗Ωi(i))⊗O(−i) is contained in 〈O(−i)〉.
By induction this proves that ΦMi(F) ∈ 〈O(−n), . . . ,O(−i)〉 for all i and
eventually F % ΦO∆(F) ∈ 〈O(−n), . . . ,O〉.

Thus, O(−n), . . . ,O(−1),O is a full exceptional sequence. Since tensor product
with O(a + n) defines an equivalence and the image of O(−n), . . . ,O(−1), O
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under this equivalence is the exceptional sequence O(a), . . . ,O(a + n−1),O(a +
n), the latter is full as well. !

Exercise 8.30 Show that also Ωp(p) with p = 0, . . . , n form a full exceptional
sequence in Db(Pn).

Both full exceptional sequences on Pn are in fact strong.

Definition 8.31 An exceptional collection E1, . . . , Em ∈ Db(X) is strong if in
addition Hom(Ei, Ej [)]) = 0 for all i, j and ) .= 0.

Exercise 8.32 Prove that O, . . . ,O(n) and O,Ω(1), . . . ,Ωn(n) are both strong
full exceptional collections in Db(X).

Exercise 8.33 Prove that O,O(1, 0), O(0, 1),O(1, 1) ∈ Db(P1×P1) is a strong
full exceptional sequence.

The reason why the notion of strong full exceptional sequences is interesting
is the following result, which we only state.

Theorem 8.34 (Bondal) Let X be a smooth projective variety. Suppose there
is a strong full exceptional sequence E1, . . . , Em ∈ Db(X). If E :=

⊕
Ei and

A := End(E), then

RHom(E, ) : Db(X)
∼

!! Db(mod−A)

is an exact equivalence. See [12].

Here, mod−A is the abelian category of right A-modules. The A-module struc-
ture of RHom(E, ) is given by composition. The theorem had first been proved
for the two exceptional sequences on Pn discussed above.

Remark 8.35 It is a straightforward exercise to generalize the Beilinson
spectral sequence to the relative setting. More precisely, if

π : P(N ) !! Y

is a projective bundle over a smooth projective variety Y with relative tautolo-
gical line bundle Oπ(1) and relative cotangent bundle Ωπ, then for any coherent
sheaf F there exists a spectral sequence

Er,s
1 = π∗Rsπ∗(F ⊗Oπ(r))⊗ Ω−r

π (−r)⇒
{

F if r + s = 0
0 otherwise. (8.12)
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In order to prove this, one constructs a locally free resolution

0 !! ∧n(q∗Oπ(−1)⊗ p∗Ωπ(1)) !! . . . !! q∗Oπ(−1)⊗ p∗Ωπ(1)

!! OP(N )×Y P(N ) !! O∆ !! 0.

Here, p, q : P(N )×Y P(N ) !! P(N ) are the two projections. As before, Er,s
1 = 0

for r .∈ [−rk(N )+1, 0]. Moreover, if Rπ∗(F⊗Oπ(r)) = 0 for r ∈ [−rk(N )+1, 0],
then F % 0.

The relative version of the above corollary produces a semi-orthogonal decom-
position of Db(P(N )) (cf. Definition 1.59). The proof, being similar to that of
Corollary 8.29, is left to the reader.

Corollary 8.36 Let N be a vector bundle of rank r. Then for any a ∈ Z the
sequence of full subcategories

π∗Db(Y )⊗O(a), . . . ,π∗Db(Y )⊗O(a + r − 1) ⊂ Db(P(N ))

defines a semi-orthogonal decomposition of Db(P(N )). See [91]. !

Exercise 8.37 Generalize Exercise 8.30 to the relative setting.

Remark 8.38 There is a wealth of other results about exceptional objects
especially on Fano varieties, e.g. Pn, Pn×Pm. The above are only the most
classical ones. More concrete examples can be found in [103].

Very recently Kawamata has proved the long standing conjecture saying that
any toric variety admits a full exceptional collection of sheaves (see [65]). The
most amazing aspect of his proof is that one has to pass via mildly singular toric
varieties. In doing so, he actually proves the same result for the derived categories
of those. Note, however, that the stronger question, whether on a toric variety
one always finds full exceptional sequences of line bundles, remains open for the
time being.

There is plenty of literature on the subject, so we content ourselves with this
glimpse on these fascinating topics. The interested reader might start further
reading with [103].

Spherical and exceptional objects serve different purposes: the former are stud-
ied on Calabi–Yau varieties, whereas the latter are found for on varieties with
negative canonical bundle. Nonetheless, there are striking similarities between
these two types of special objects.

Not only is being spherical or exceptional phrased in terms of the Ext-groups
of the object, but both types give rise to certain actions: the spherical twists
studied in Section 8.1 and so called mutations, defined completely analogously.
(Note however that mutations do not act on the whole derived category, but
rather on collections of exceptional objects.) Moreover, braid groups appear in
both contexts.
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8.4 They go together

The striking similarity between spherical and exceptional objects can be partially
explained. In this section, we will first present two results, due to Seidel and
Thomas, that shed some light on this mysterious relationship. Work of Horja
makes clear that a mixture of both conditions leads to a new kind of spherical
object, so called EZ-spherical objects, that give rise to generalized twist functors.
The second part of this section will be devoted to some of his results. Note that
EZ-spherical objects are not just an idle generalization of what has been seen in
Section 8.1, but this notion can indeed successfully be applied to many interesting
geometric situations. Some of these will be presented on the way.

Proposition 8.39 (Seidel, Thomas) Suppose f : X !! Y is a morphism
of smooth projective varieties such that f∗OX sits in a distinguished triangle of
the form

OY
!! f∗OX

!! ωY [−c] !! OY [1]

with c := dim(X)− dim(Y ). Suppose in addition that ωX % OX .
If E ∈ Db(Y ) is an exceptional object, then f∗E is spherical. See [106].

Proof First note that the assumed distinguished triangle excludes dim(X) = 0.
By adjunction and the projection formula, one has

Hom(f∗E , f∗E [i]) % Hom(E , E ⊗ f∗OX [i]).

Applying Hom(E , ) to the distinguished triangle

E !! E ⊗ f∗OX
!! E ⊗ ωY [−c] !! E [1]

yields a long exact sequence on which the following conclusions are based.
By using Serre duality, one finds

Hom(E , E ⊗ ωY [−c− i]) = Hom(E , E [dim(X) + i])∗ = 0

for i = 0, 1 (> −dim(X)), which allows us to conclude that

Hom(E , E ⊗ f∗OX) = Hom(E , E) = k.

Similarly, Hom(E , E [dim(X) + i]) = 0 for i = 0, 1 yields

Hom(E , E ⊗ f∗OX [dim(X)]) % Hom(E , E ⊗ ωY [dim(X)− c])

% Hom(E , E)∗ = k.

All the other groups are trivial. This proves the assertion. !

Remark 8.40 i) For c > 0 the condition of the proposition is satisfied if

Rif∗OX =






OY if i = 0
ωY if i = c
0 otherwise.
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ii) The analogy ends here. In general, the pull-back of an exceptional collection
E1, . . . , Em does not give rise to an Am-configuration on X (not even for m = 2).

Examples 8.41 The following three typical examples are taken from [106].

i) Suppose f : X !! Y is a smooth morphism with honest Calabi–Yau mani-
folds as fibres F , i.e. ωF % OF and Hi(F,OF ) = 0 for 0 < i < c. E.g. the
fibres F could be elliptic curves or K3 surfaces. The smoothness assumptions
can be weakened.

ii) Consider a K3 surface X realized as a degree two cover f : X !! P2 ramified
along a sextic. Here, c = 0.

iii) Suppose f : X ! " !! Y is the inclusion of a smooth hypersurface with
O(X) % ω∗Y . The inclusion does indeed satisfy the assumptions of the pro-
position with c = −1. Concrete examples are provided by a quartic in P3 or
a quintic in P4.

In Proposition 8.4 an exceptional object becomes spherical under pull-back.
In the following result we study the direct image of an exceptional object.

Proposition 8.42 (Seidel, Thomas) Suppose i : Y ! " !! X is a smooth
hypersurface with i∗ωX %OY . If E ∈ Db(Y ) is exceptional, then i∗E is a spherical
object in Db(X). See [106].

We omit the proof as it is very close in spirit to the arguments of the subsequent
discussion. (In fact, the argument will be given in Examples 8.49, ii) but it will
use a result of one of the later chapters.)

Propositions 8.4 and 8.4 can be seen from a broader perspective, as was
explained by Horja in [46]. His main result shall be presented here, although
under a few simplifying assumptions (e.g. smoothness of all the participating
varieties). Also note that the main result of Section 8.1 can be viewed as a spe-
cial case of what follows. For methodological and historical reasons we postponed
the general case until now.

For the rest of this section we fix the following notation. Let X, E, and Z
be smooth projective varieties, such that E comes with an embedding i and a
smooth surjective projection:

i : E
! " !! X, q : E !! !! Z.

The various dimension will be denoted d := codim(E ! " !! X), n := dim(X),
and k := dim(q) = dim(E)− dim(Z).

In the following we shall be interested in objects E ∈ Db(E) that behave
like exceptional objects on the fibres of q and more like spherical objects with
respect to the ambient variety X. Before stating the precise condition, we need
to introduce for any G ∈ Db(Z) the natural morphism

ϕG : G !! q∗
(
E∨ ⊗ i!i∗(E ⊗ q∗G)

)
.

The most important case is that of G = OZ .
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Here, i! : Db(X) !!Db(E) is the functor

F ! !! i∗F ⊗ ωi[dim(i)] = i∗F ⊗ ωE ⊗ ω∗X |E [−d],

which is right adjoint to i∗ (see p. 86). More precisely, for all F ′ ∈ Db(E) one has
HomX(i∗F ′,F) % i∗HomE(F ′, i!F) and in particular i∗i!F % HomX(i∗OE ,F).

By definition ϕG corresponds to the identity i∗(E⊗ q∗G) !! i∗(E⊗ q∗G) under
the chain of functorial isomorphisms

Hom(G, q∗(E∨ ⊗ i!i∗(E ⊗ q∗G)))

= Hom(q∗G, E∨ ⊗ i!i∗(E ⊗ q∗G))

% Hom(q∗G ⊗ E , i!i∗(E ⊗ q∗G))

% Hom(i∗(E ⊗ q∗G), i∗(E ⊗ q∗G)).

Definition 8.43 An object E ∈ Db(E) is called EZ-spherical if the following
two conditions hold true:

i) For any G ∈ Db(Z), the natural morphism ϕG introduced before can be
completed to a distinguished triangle of the form

G
ϕG

!! q∗(E∨ ⊗ i!i∗(E ⊗ q∗G)) !! L⊗ G[−d− k] !! G[1] (8.13)

with L isomorphic to a line bundle on Z (independent of G) with the property
that q∗L is isomorphic to the restriction of a line bundle on X.

ii) There is an isomorphism E ⊗ i∗ωX % E.

Remark 8.44 In many situations ϕG will simply be ϕOZ ⊗ idG , e.g. if d = 0,
and it then suffices to verify condition i) just for G = OZ . Of course, the problem
at this point is that in general there is no reason to believe that q∗(E∨⊗ i!i∗(E ⊗
q∗G)) % q∗(E∨⊗ i!i∗(E))⊗G for all G. However, as we will see, this is needed for
the proof of the main result.

In fact, in a first version of his paper Horja only required i) for G = OZ . The
definition he eventually adopted is different from ours. Further comments can be
found in Remark 8.50.

Exercise 8.45 Show that L % ωZ . (Dualize (8.13) for G = OZ and apply
Grothendieck–Verdier duality.)

The following discussion is modeled on the arguments in Section 8.1.
Spanning class Consider Ω := Ω1

⋃
Ω2 with

Ω1 := {i∗(E ⊗ q∗G) | G ∈ Db(Z)}

Ω2 := {F ∈ Db(X) | q∗(E∨ ⊗ i!F) = 0}.

Note that this Ω is actually invariant under shift.
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In order to show that Ω is spanning we first consider an object F ∈ Ω⊥1 , i.e.
Hom(i∗(E ⊗ q∗G),F) = 0 for all G ∈ Db(Z). Using i∗ ( i! and q∗ ( q∗, this
implies Hom(G, q∗(E∨ ⊗ i!F)) = 0 for all G ∈ Db(Z) and thus q∗(E∨ ⊗ i!F) % 0.
In other words, F ∈ Ω2. If also F ∈ Ω⊥2 , then it would be orthogonal to itself
and hence trivial. Thus, any object F ∈ Ω⊥ is trivial.

The triviality of any F with Hom(F ,H) = 0 for all H ∈ Ω can be reduced
to the argument above. Indeed, combining with Serre duality Hom(F ,H) %
Hom(H,F ⊗ ωX [n])∗ it yields F ⊗ ωX % 0, which is equivalent to F % 0.

Exercise 8.46 Prove the vanishing Hom(F1, F2) = 0 = Hom(F2,F1) for any
Fi ∈ Ωi, i = 1, 2. (Condition ii) is used for the second one.)

EZ-spherical twist The Fourier–Mukai kernel for the EZ-spherical twist we are
interested in will again be obtained by a cone construction. We will use the
following notation:

∆E
! " i

!!
" #

k

$$

∆X
" #

ι

$$

E ×Z E ! "

j

!! X ×X.

Here ∆E ⊂ E × E and ∆X ⊂ X ×X are the two diagonals, which will tacitly
be identified with E, respectively X.

First note that adjunction induces a natural morphism i∗i!O∆X
!!O∆X . Its

direct image under ι yields a morphism ι∗i∗i!O∆X
!! ι∗O∆X .

Next, the trace map induces a natural morphism

k∗(E∨ ⊗ E ⊗ i!O∆X ) !! k∗i!O∆X

which can be composed with the restriction map

(E∨ ⊗ i!OX) !Z E !! k∗
(
k∗

(
(E∨ ⊗ i!OX) !Z E

))
% k∗(E∨ ⊗ E ⊗ i!O∆X ).

(As the notation suggests !Z denotes the tensor product of the two sheaves that
are obtained by pull-back under the two projections E ×Z E !!E.)

Since j∗k∗i!O∆X % ι∗i∗i!O∆X , the composition of the two morphisms leads to
the natural morphism

j∗
(
(E∨ ⊗ i!OX) !Z E

)
!! O∆X .
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The cone of this morphism, i.e. the object completing it to a distinguished
triangle, shall be denoted

PE := C
(

j∗
(
(E∨ ⊗ i!OX) !Z E

)
!! O∆X

)
.

Definition 8.47 For an EZ-spherical object E ∈ Db(E) one defines the induced
EZ-spherical twist TE as the Fourier–Mukai transform

TE := ΦPE : Db(X) !! Db(X).

Cone description of the twist Similarly to the standard twist, the image
of a complex under the EZ-spherical twist T := TE can be described by a dis-
tinguished triangle (cf. Exercise 8.5). More precisely, for any F ∈ Db(X) there
exists a distinguished triangle

T (F)[−1] !! i∗
(
q∗q∗(E∨ ⊗ i!F

)
⊗ E)

η
!! F !! T (F). (8.14)

This is evident from the description of the Fourier–Mukai kernel of T and i!F %
i!OX ⊗ i∗F .

Moreover, by construction, the morphism η corresponds to the identity id :
q∗(E∨ ⊗ i!F) !! q∗(E∨ ⊗ i!F) under the functorial isomorphism

Hom(i∗(q∗q∗(E∨ ⊗ i!F)⊗ E),F)

% Hom(q∗q∗(E∨ ⊗ i!F)⊗ E , i!F)

% Hom(q∗q∗(E∨ ⊗ i!F), E∨ ⊗ i!F)

% Hom(q∗(E∨ ⊗ i!F), q∗(E∨ ⊗ i!F)).

Now consider F ∈ Ω2. Then i∗(q∗q∗(E∨ ⊗ i!F)⊗ E) = 0 and hence

T (F) % F .

If, on the other hand, F ∈ Ω1, i.e. F = i∗(E ⊗ q∗G) for some G ∈ Db(Z), then

i∗(q∗q∗(E∨ ⊗ i!F)⊗ E) % i∗(q∗q∗(E∨ ⊗ i!i∗(E ⊗ q∗G))⊗ E).

Now use the condition i) on an EZ-spherical object. Applying the exact
functors q∗, E ⊗ ( ), and i∗ to (8.13), we obtain the distinguished triangle

F
ψ

!! i∗
(
q∗

(
q∗(E∨ ⊗ i!i∗(E ⊗ q∗G))

)
⊗ E

)

!! i∗ ((E ⊗ q∗G)⊗ q∗L) [−d− k] !! F [1]. (8.15)
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One checks that η ◦ ψ is the identity. Combining the distinguished triangles
(8.14) and (8.15) and applying the axioms TR in the usual way

(8.15)

• •

''

!! 0

•[−1]

1

''

!! •

''

η
!! •

''

!! (8.14)

•

ψ

''

•

allows us to deduce an isomorphism

T (F) = T (i∗(E ⊗ q∗G)) % i∗((E ⊗ q∗G)⊗ q∗L)[1− d− k],

which describes T (F) for F ∈ Ω1. In particular, we have shown that with F ∈ Ωi

(i = 1, 2) also T (F) ∈ Ωi.

Fully faithful The criterion for full faithfulness via a spanning class applies.
Indeed, if F1, F2 ∈ Ω2, then T (Fi) % Fi yields isomorphisms Hom(F1,F2) %
Hom(T (F1), T (F2)). If F1,F2 ∈ Ω1, i.e. Fi = i∗(E⊗q∗Gi) for certain Gi, i = 1, 2,
then

Hom(T (F1), T (F2)) % Hom(E ⊗ q∗(G1 ⊗ L), i!i∗(E ⊗ q∗(G2 ⊗ L)))

% Hom(E ⊗ q∗G1, i
!i∗(E ⊗ q∗G2)).

Note that for the last isomorphism we use the assumption that q∗L is the
restriction of a line bundle on X.

As Ω1 and Ω2 are orthogonal to each other, the case F1 ∈ Ω1 and F2 ∈ Ω2
need not be tested. In order to prove Ω1 ⊂ Ω⊥2 one uses condition ii).

Equivalence We have seen that T = TE is fully faithful. So, writing it as
the Fourier–Mukai transform T = ΦPE it suffices to check that PE ⊗ q∗ωX %
PE ⊗ p∗ωX . But this follows easily from the explicit description of PE and the
assumption E ⊗ i∗ωX % E .

We summarize the discussion by the following

Proposition 8.48 (Horja) The EZ-spherical twist TE associated to an EZ-
spherical object E ∈ Db(E) induces an autoequivalence

TE : Db(X)
∼

!! Db(X).

See [46]. !
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Examples 8.49 i) Let Z = Spec(k). Then E is EZ-spherical if and only if i∗E is
spherical. In this case, the spherical twist Ti∗E is isomorphic to the EZ-spherical
twist TE .

Indeed, in this case adjunction allows us to interpret Rjq∗(E∨ ⊗ i!i∗E) as
Hom(E , i!i∗E [j]) % Hom(i∗E , i∗E [j]). The assumption E ⊗ i∗ωX % E shows
that Hom(i∗E , i∗E [n]) is at least one-dimensional. This suffices to conclude the
equivalence. In order to verify Ti∗E % TE one may use the cone description
(8.14) or identify the kernels directly (use Grothendieck–Verdier duality to show
i∗(E∨ ⊗ i!OX) % (i∗(E))∨).

ii) Let E ⊂ X be a smooth divisor and Z = Spec(k). For the discussion of
this case we invoke a few things that will only be explained in Chapter 11, e.g.
Corollary 11.4. In particular, we shall make use of the distinguished triangle

E ⊗OE(−E)[1] !! i∗i∗E !! E !! E ⊗OE(−E)[2].

Tensoring with E∨ ⊗ OE(E)[−1] turns this into a distinguished triangle of the
form

E∨ ⊗ E !! E∨ ⊗ i!i∗E !! E∨ ⊗ E ⊗OE(E)[−1] !! E∨ ⊗ E [1].

Now apply q∗ to it. If E ⊗ i∗ωX % E , then E is EZ-spherical if and only if E is
an exceptional object in Db(E). Similar arguments also prove Proposition 8.4,
but this is of no importance as EZ-spherical is enough to ensure that the twist
TE , which is isomorphic to Ti∗E , is an equivalence.

iii) This example generalizes the approach of Proposition 8.4. Consider the
variety E := F ×Z which is assumed to be of codimension one in X and suppose
there exists an exceptional object E ∈ Db(F ). Then the pull-back π∗1E via the
first projection describes an EZ-spherical object. Of course, q : E !!Z is chosen
to be the second projection. We leave the details to the reader.

iv) Let q : E !!Z be a P1-bundle and E ⊂ X a smooth divisor in a variety
X with trivial ωX . Then OE is EZ-spherical. More generally, any line bundle on
E is EZ-spherical.

The concrete geometric situation we have in mind here is the exceptional
divisor E = P(ΩS) ⊂ X inside the Hilbert scheme X = Hilb2(S) of length-two
subschemes in a K3 or abelian surface S.

Remark 8.50 For d > 0 Horja calls E ∈ Db(E) EZ-spherical if q∗(E∨ ⊗ E) %
OZ and q∗(E∨ ⊗ E ⊗

∧k N ) = 0 for 0 < k < d. Here N is the normal bundle
of E ⊂ X. This definition has of course the advantage that it does not involve
arbitrary objects G ∈ Db(Z).

It can be shown, though the proof is not completely trivial, that his definition
is stronger than the one we worked with here.
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ABELIAN VARIETIES

From a historical point of view, this chapter should have come first. Mukai’s
starting point for introducing what is nowadays called the Fourier–Mukai trans-
form was the Poincaré bundle on the product of an abelian variety and its dual.
It yields an important instance of a derived equivalence between a projective
variety and another, in general non-isomorphic, one. As K3 surfaces treated in
Chapter 10, abelian varieties occupy a distinguished place between varieties with
ample canonical and those with ample anti-canonical bundle.

The first section is meant as a reminder of those facts from the rich theory
of abelian varieties that are relevant from our derived point of view. The story
begins in Section 9.2 where we prove Mukai’s result saying that the Poincaré
bundle taken as a Fourier–Mukai kernel does indeed define an equivalence.
For principally polarized abelian varieties this equivalence can be viewed as an
autoequivalence and, as Mukai showed, extended to a certain Sl2-action.

Sections 9.4 and 9.5 present a general investigation of derived equivalences
between abelian varieties and derived autoequivalences of a single abelian variety.
Most of these results are due to Orlov. The situation is much more interesting
than for varieties with ample (anti-)canonical bundle, but, contrary to the case
of K3 surfaces, everything one wants to know can in principle be computed.

Throughout, we will work over an algebraically closed field k of characteristic
zero, so that we can freely use all results of the preceding chapters. Sometimes,
more direct arguments can be given by actually working over the complex num-
bers, e.g. when we want to use singular cohomology. However, most of the results
of this chapter hold true for abelian varieties over arbitrary fields.

9.1 Basic definitions and facts

Let us begin with a few recollections from the theory of abelian varieties necessary
for the understanding of the later sections. For a thorough treatment see any of
the many text books on abelian varieties, e.g. [11, 34, 85].

Let us begin with the algebraic definition of an abelian variety:

Definition 9.1 An abelian variety A is a projective connected algebraic group
over k.

In particular, A comes with morphisms

m : A×A !! A, ι : A !! A, and e : Spec(k) !! A
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satisfying the usual axioms of a group. In the sequel we often write a + b for
m(a, b), −a for ι(a), and 0 ∈ A for e ∈ A.

Any closed point a ∈ A gives rise to the translation

ta : A
∼

!! A, b ! !! m(a, b).

Remark 9.2 Here is a list of some basic facts:
i) Any abelian variety is smooth and the underlying group is commutative.
ii) If k = C, then the associated complex manifold, by abuse of notation also

denoted by A, is a compact complex Lie group.
iii) More precisely, the associated complex manifold is isomorphic (as a com-

plex Lie group) to a complex torus Cg/Γ. This can be made concrete in various
ways. Here are two:

Consider the exponential map exp : TeA !!A. It indeed induces an isomorph-
ism of TeA/Γ for some discrete subgroup Γ ⊂ TeA.

Alternatively, consider the Albanese morphism

A !! Alb(A) = H0(A,Ω)∗/H1(A, Z)

given by a ! !!
∫ a

e . Note that the quotient is indeed a torus, due to standard
Hodge theory.

Once (the induced complex manifold) A is written as Cg/Γ, one has

Hi(A, Z) %
∧i

Γ∗.

iv) The cotangent bundle ΩA of an abelian variety A is trivial. In particular,
ωA % OA and ci(A) = 0, i > 0.

v) The second description in iii) allows us to give a quick proof of the fol-
lowing assertion: A morphism ϕ : A1 !!A2 between two abelian varieties is
a homomorphism, i.e. also compatible with the group structure, if and only if
ϕ(e1) = e2.

Indeed, any morphism ϕ : A1 !!A2 defines a natural linear map

ϕ∗ : H0(A1,ΩA1)∗ !! H0(A2,ΩA2)∗,

which is compatible with the Albanese map if and only if ϕ(e1) = e2. Clearly,
dividing out by the lattices H1(Ai, Z), i = 1, 2, defines a homomorphism.

An important example of a homomorphism is the morphism ‘multiplication
by n’:

n : A !! A, a ! !! n · a,

which is defined for any n ∈ Z. Another description for n > 0 is given by m◦∆n,
where ∆n : A !!An is the n-fold diagonal embedding and m : An !!A is the
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sum. For n < 0 one has n = ι ◦ (−n). (As we used ι to denote the inversion on
an abelian variety, we had to switch to ∆ for the diagonal embedding.)

Multiplication by n .= 0 is a typical case of a very interesting class of
homomorphisms:

Definition 9.3 An isogeny between two abelian varieties Ai, i = 1, 2, is a finite
surjective homomorphism A1 !!A2. The degree of an isogeny ϕ : A1 !!A2 is
the order of the kernel Kϕ := ϕ−1(e2).

It is easy to determine the degree of the multiplication by n : A !!A, namely
deg(n) = n2g, where g = dim(A) as before.

Let us next discuss line bundles on abelian varieties. We start out with an
important and completely general result.

Proposition 9.4 (See-saw principle) Let X be an irreducible complete vari-
ety, T an integral scheme, and L ∈ Pic(X × T ). Suppose that Lt := L|X×{t} is
trivial for all (closed) point t ∈ T .

Then there exists a line bundle M on T with L % p∗M . See [85, I.5, Cor.6].

Sketch of proof First note that a line bundle L on X is trivial if and only if
H0(X, L) .= 0 and H0(X, L∗) .= 0. Semi-continuity of h0(Lt) shows that being
trivial is a closed condition. Thus, testing closed points is enough.

Standard results on semi-continuity and direct images also show that the
assumption h0(Lt) ≡ 1, t ∈ T , implies that M := p∗L is a line bundle on
T . The adjunction morphism p∗M = p∗p∗L !!L is an isomorphism on each
fibre X × {t} and hence an isomorphism on X × T . !

Remark 9.5 Here are useful additions to the above:

i) If moreover L is trivial on at least one fibre of the projection X × T !!X,
then L is trivial.

ii) Suppose L and L′ are two line bundles on X × T such that Lt % L′t for all
closed points t ∈ T . Then L % L′ ⊗ p∗M for some line bundle M on T .

Examples 9.6 Suppose L is a line bundle on an abelian variety A. Then

m∗L % q∗L⊗ p∗L ⇐⇒ t∗aL % L for all a ∈ A.

As usual, p, q : A× A !!A denote the projections. Indeed, (m∗L)|p−1(a) % t∗aL
and (q∗L⊗ p∗L)|p−1(a) % L and, therefore, the above criteria apply.

The following is a very useful consequence of the see-saw principle:

Theorem 9.7 (of the cube) Let X×Y ×Z be the product of three irreducible
complete varieties with chosen closed points x0 ∈ X, y0 ∈ Y , and z0 ∈ Z.

Then, a line bundle L on X×Y ×Z is trivial if and only if the three restrictions
L|{x0}×Y×Z , L|X×{y0}×Z , and L|X×Y×{z0} are trivial.

The assumptions ensure that L is trivial on the fibre of the projection X ×
Y × Z !!X over x0 ∈ X and one has to show that this is actually true for any
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fibre. Connecting any other point by a complete curve with x0, one reduces to
the case that X is a curve. For the rest of the argument, see e.g. [85].

If all three varieties are smooth projective with H1( , Z) = 0, then the result
follows from the inclusion Pic( ) ! " !! H2( , Z) and the Künneth formula
H2(X×Y ×Z, Z) = H2(X, Z)⊕H2(Y, Z)⊕H2(Z, Z). If e.g. H1(X, Z) .= 0, then
one can argue with the exponential sequence.

Let us mention a few immediate consequences of the theorem of the cube for
line bundles on abelian varieties:

i) Consider the three projections πi : A × A × A !!A together with the
morphisms mij : A × A × A !!A given as m ◦ (πi,πj), and the triple sum
m : A×A×A !!A, (a, b, c) ! !! a + b + c. Then

m∗L⊗ π∗1L⊗ π∗2L⊗ π∗3L % m∗
12L⊗m∗

13L⊗m∗
23L. (9.1)

This follows directly from the general statement, where the distinguished closed
points in all three factors are chosen to be the origin e ∈ A.

ii) Consider the multiplication n : A !!A. Then for any line bundle L on A
one has

n∗L % L(n2+n)/2 ⊗ ι∗L(n2−n)/2. (9.2)

Pull-back the equation (9.1) via (n, id, ι) : A !!A × A × A, a ! !! (na, a,−a).
This does not give (9.2) right away, but can be used to express (n + 1)∗L in
terms of n∗L and (n− 1)∗L. Then one argues by recursion, the cases n = 0,±1
being trivial.

iii) The last application we want to mention is the theorem of the square. It
says

t∗a+bL⊗ L % t∗aL⊗ t∗bL (9.3)

for all line bundles L on A and all closed points a, b ∈ A. This isomorphism is
obtained directly as the pull-back of (9.1) via A !!A×A×A, c ! !! (c, a, b).

Another way to express the same fact is to say that

ϕL : A(k) !! Pic(A), a ! !! t∗aL⊗ L∗ (9.4)

is a group homomorphism. Here, A(k) denotes the set of closed points of A.

Definition 9.8 Let A be an abelian variety. Then

Pic0(A) := {L ∈ Pic(A) | t∗aL % L for all a ∈ A},

which is a subgroup of the Picard group Pic(A).

Translation invariant line bundles enjoy many interesting properties. E.g. if
L ∈ Pic0(A), then for all n ∈ Z one has

n∗L % Ln. (9.5)
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Indeed, using (9.2) one reduces to the case n = −1, which can be proved by
pulling-back m∗L % q∗L ⊗ p∗L under the morphism A !!A × A, a ! !! (a,−a)
(use Example 9.6).

Slightly more difficult to prove is the fact that non-trivial translation invariant
line bundles have trivial cohomology:

Lemma 9.9 Let O .% L ∈ Pic0(A). Then Hi(A, L) = 0 for all i.

Proof The first step is to show that H0(A, L) = 0. Indeed, if not then there
exists a non-trivial section s of L, which in turn induces a non-trivial section ι∗s
of ι∗L. If L is not trivial, both vanish along a non-trivial effective divisor and so
does their tensor product, which is a section of L⊗ ι∗L. The latter is trivial due
to (9.5). Contradiction.

Suppose k is minimal with Hk(A, L) .= 0. Then use m∗L % q∗L⊗p∗L and the
Künneth formula to write

Hk(A×A, m∗L) =
⊕

i+j=k

Hi(A, L)⊗Hj(A, L).

As A !!A × A, a ! !! (a, e) composed with m is the identity, the pull-back
Hk(A, L) !!Hk(A × A, m∗L) is injective. However, this yields a contradiction
using that k is minimal and H0(A, L) = 0. !

Until now, we have studied Pic0(A) as a group. Let us next try to endow it
with a geometric structure. Using the exponential sequence, one defines the dual
variety

Â := H1(A, O)/H1(A, Z) !! Pic(A) = H1(A, O∗)
c1

!! H2(A, Z).

Again, Hodge theory (see, e.g. [42, 51]) tells us that Â has the structure of a
complex torus. The group structure induces the usual morphisms, which shall
be called m̂, ι̂, respectively ê.

It is not difficult to show that the two subgroups Â and Pic0(A) of Pic(A) actu-
ally coincide. One inclusion is easy: Since the induced action of ta on H1(A,O) is
trivial, one has Â ⊂ Pic0(A). On the other hand, for L ∈ Pic0(A) one uses ι∗L %
L∗ and hence ι∗c1(L) = −c1(L), but ι∗|H2(A,Z) =

∧2 ι∗|H1(A,Z) =
∧2(−1) = id.

Since H2(A, Z) is torsion free, one finds c1(L) = 0 and, therefore, L ∈ Â.

Over the complex numbers, line bundles on an abelian variety (or, more gen-
erally, on a complex torus) can be described in terms of Appell–Humbert data.
This part is slightly technical and we encourage the reader to consult [67, 85] for
more details.

Let us construct line bundles on a complex torus A = V/Λ as quotients of the
trivial line bundle C×V on V by a lifted action of Λ. More precisely, one defines
λ · (z, v) = (Aλ(v) · z, v + λ), with A : Λ× V !! C∗ satisfying

Aλ1(v + λ2) · Aλ2(v) = Aλ1+λ2(v).
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An Appell–Humbert datum (AH-datum for short) is a pair (α, H), where
α : Λ !!U(1) and H an hermitian form on V such that:

Im(H)(Λ× Λ) ⊂ Z and α(λ1 + λ2) = (−1)Im(H)(λ1,λ2) · α(λ1) · α(λ2).

To every AH-datum (α, H) one associates

Aλ(v) = α(λ) · eπH(v,λ)+(π/2)H(λ,λ),

which satisfies the above cocycle condition. Thus, to any AH-datum (α, H) one
can associate a line bundle L(α,H) on A.

Theorem 9.10 The map (α, H) ! !!L(α,H) defines an isomorphism of groups

{(α, H) | AH− data} 88 !! Pic(A).

Here, the group structure for AH-data is given by (α, H)+(α′, H ′) = (α ·α′, H +
H ′). See [85, Ch.I.2].

The first Chern class of the line bundle L(α,H) can be described in terms of
the AH-datum (α, H) as

c1(L(α,H)) = Im(H) ∈
∧2

Λ∗ = H2(A, Z).

In particular, L(α,H) ∈ Pic0(A) if and only if H = 0. Conversely, if L ∈ Pic0(A)
corresponds to a point [v] ∈ H1(A,O)/H1(A, Z) = Â then L = L(α,0) with
α(λ) = e(2πi)v(λ).

We next wish to construct the Poincaré bundle P on Â× A by means of the
AH-construction.

We want the Poincaré bundle to have the following two characteristic
properties:

i) If α ∈ Â corresponds to a line bundle L ∈ Pic(A) on A, then P|{α}×A is
isomorphic to L.

ii) The restriction P|Â×{e} is trivial.

From the see-saw principle it immediately follows that the Poincaré bundle, if
it exists, is unique.

To describe an AH-datum for the product Â×A write

Â×A = (V ∗ × V ) / (Λ∗ × Λ) =
(
H1(A, R)×H1(A, R)

)
/
(
H1(A, Z)×H1(A, Z)

)

and define

αP : H1(A, Z)×H1(A, Z) !! U(1), (λ, µ) ! !! (−1)λ(µ)

and

HP ((u1, v1), (u2, v2)) := −v1(iu2)− v2(iu1) + i(v1(u2)− v2(u1)).
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Then one verifies that the associated line bundle P satisfies i) and ii). Also
note that the definition is completely symmetric, i.e. the line bundle P can also
be seen as the Poincaré line bundle on ̂̂

A× Â = A× Â.

Exercise 9.11 Show that (ι̂× id)∗P % (id× ι)∗P.

The first Chern class c1(P) ∈ H2(A× Â, Z) of the Poincaré bundle P can be
described as follows.

Using the Künneth formula, one writes

H2(A× Â, Z) = H2(A, Z)⊕H1(A, Z)⊗H1(Â, Z)⊕H2(Â, Z).

By construction of the dual abelian variety, H1(Â, Z) = H1(A, Z)∗. Then c1(P)
is contained in

H1(A, Z)⊗H1(Â, Z) = H1(A, Z)⊗H1(A, Z)∗

and corresponds to the identity there. If we choose a basis {ei}, i = 1, . . . , 2g, of
H1(A, Z) and denote the dual basis by e∗i , then

c1(P) =
∑

ei ∧ e∗i .

An easy calculation yields

c1(P)n =
∑

,1<...<,n

(−1)n(n−1)/2 · n! · (e,1 ∧ . . . ∧ e,n) ∧ (e∗,1 ∧ . . . ∧ e∗,n) (9.6)

and, in particular,

c1(P)2g/(2g)! = (−1)g(e1 ∧ . . . ∧ e2g) ∧ (e∗1 ∧ . . . ∧ e∗2g). (9.7)

Remark 9.12 Let us be a little more specific about the identification ρ :
A !! ̂̂A. By definition this is the isomorphism such that under

A× Â
ρ×id

!! ̂̂A× Â
∼

!! Â× ̂̂
A,

where the second isomorphism is given by interchanging the two factors, the
Poincaré bundle P for the abelian variety A corresponds to the Poincaré bundle
P̂ for the dual abelian variety Â.

In the above notation, c1(P) =
∑

ei∧ e∗i and c1(P̂) =
∑

e∗i ∧ e∗∗i . Here we use

the identification H1( ̂̂A, Z) % H1(Â, Z)∗ % H1(A, Z)∗∗.

Thus, due to ei ∧ e∗i = −e∗i ∧ ei the isomorphism ρ : A ∼ !! ̂̂A induces on
cohomology the homomorphism

H1(A, Z)
∼

!! H1( ̂̂A, Z)
∼

!! H1(A, Z)∗∗, ei
! !! −e∗∗i ,

which is the standard one up to the sign.
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Consider the projections π12 : Â×A× Â !! Â×A, π23 : Â×A× Â !!A× Â,
π2 : Â × A × Â !!A, and m̂13 : Â × A × Â !! Â × A given as the product of
m̂ : Â× Â !! Â and π2.

Lemma 9.13 π∗12P ⊗ π∗23P % m̂∗
13P.

Proof This can be seen by using the see-saw principle with respect to π2.
Restricting π∗12P⊗π∗23P and m̂∗

13P to a fibre π−1
2 (a) yields q∗Pa⊗p∗Pa, respect-

ively m̂∗Pa, where p, q : Â × Â !! Â are the two projections. Since P is also
the Poincaré bundle for Â with A viewed as the dual of Â, the fibre Pa is in
Pic0(Â). Thus, q∗Pa ⊗ p∗Pa % m̂∗Pa (cf. Example 9.6). Restricting both line
bundles to {ê} × A × {ê} yields in both cases the trivial line bundle. Thus,
π∗12P ⊗ π∗23P % m̂∗

13P. !

More algebraically, the pair (P, Â) represents the Picard functor Pic0
A: To any

variety S one associates the set

Pic0
A(S) := {M ∈ Pic(S ×A) | Ms ∈ Pic0(A) for every closed s ∈ S}/ ∼ .

Here, M ∼M ′ if there exists a line bundle L on S such that M⊗q∗L %M ′. The
functor is contravariant by pulling-back a line bundle M via a given morphism
f : T !! S, i.e. (f × idA)∗ : Pic0

A(S) !!Pic0
A(T ).

Theorem 9.14 The dual variety Â is a smooth projective variety that repre-
sents the Picard functor Pic0

A, i.e. there exists a natural isomorphism Pic0
A %

Hom( , Â). The Poincaré bundle P ∈ Pic0
A(Â) corresponds to idÂ. See [85,

Ch.II.8].

In other words, for any M ∈ Pic0
A(S) there exists a unique morphism

fM : S !! Â

with M ∼ (fM × idA)∗P. Moreover, if the restriction of M to S × {e} is trivial,
then M % (fM × idA)∗P. Note that in particular, fM (s) ∈ Â corresponds to the
line bundle on A given by M |{s}×A.

With this general result at hand, one describes ϕL : A !! Â, a ! !! t∗aL ⊗ L∗

(see (9.4)) more functorially as follows.
Consider the line bundle Q := m∗L ⊗ (L∗ ! L∗) on A × A. Restricted to

{a} × A it yields the line bundle t∗aL ⊗ L∗ ∈ Pic0(A). Hence there exists a
morphism ϕL := fQ : A !! Â such that (ϕL × idA)∗P ∼ Q. In particular,
ϕL(a) ∈ Â corresponds to the line bundle t∗aL⊗L∗. In fact, since the restriction
of m∗L⊗ (L∗ ! L∗) to A× {e} is trivial, one has

(ϕL × idA)∗P % m∗L⊗ (L∗ ! L∗). (9.8)
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Exercise 9.15 Show that ϕL(−a) = ϕL∗(a) or, in other words, ϕL ◦ ι = ϕL∗ .
Also note that ϕL(−a) = ϕL(a)∗, which can also be written as ϕL ◦ ι = ι̂∗ ◦ ϕL

once Pic0(A) has been identified with the dual abelian variety Â.

Let us next study the homomorphism ϕL for L ample.

Lemma 9.16 If L is an ample line bundle on A, then ϕL : A !! Â is finite,
i.e. an isogeny.

Proof Suppose ϕL is not finite. Then there exists a curve C ⊂ A contracted
by ϕL to a point in Â. In other words, for any closed point a ∈ C ⊂ A one has
t∗aL % L.

Consider the projection p : A×C !!C. For any a ∈ C one has m∗L|A×{a} %
t∗aL % L. By the see-saw principle this shows that m∗L|A×C % q∗L ⊗ p∗N for
some line bundle N on C. On the other hand, m∗L|{e}×C % L|C and, therefore,
N % L|C .

Thus, m∗L|A×C % q∗L ⊗ p∗(L|C), which is ample. This contradicts the fact
that the restriction of m∗L to m−1(e), which is the curve {(−a, a) | a ∈ C}, is
trivial. !

A polarized abelian variety is a pair (A, L) consisting of an abelian variety A
and an ample line bundle L. Often, the pair (A,ϕL) is called a polarized abelian
variety. Note that L and L⊗M with M ∈ Pic0(A) define the same ϕL : A !! Â.

The degree of the isogeny ϕL can be explicitly computed as follows.

Lemma 9.17 Let (A, L) be a polarized abelian variety. Then deg(ϕL) = χ(L)2.

Proof Firstly, χ(Â×A,P) = (1/(2g)!)
∫

c1(P)2g = (−1)g (by the Hirzebruch–
Riemann–Roch formula) and (9.7).

Secondly, χ(A × A, (ϕL × id)∗P) = deg(ϕL) · χ(Â × A,P). Together with
(ϕL × id)∗P % m∗L⊗ (L∗ ! L∗) (see (9.8)), this yields

(−1)g · deg(ϕL) = χ(A×A, m∗L⊗ (L∗ ! L∗)).

Now use that p∗(m∗L ⊗ q∗L∗) is concentrated in the finitely many points of
the kernel of ϕL (see Lemma 9.9) to conclude that

χ(A×A, m∗L⊗ (L∗ ! L∗)) = χ(A, p∗(m∗L⊗ q∗L∗)⊗ L∗)

= χ(A, p∗(m∗L⊗ q∗L∗))

= χ(A×A, m∗L⊗ q∗L∗).

Altogether, we obtain

(−1)g · deg(ϕL) = χ(A×A, m∗L⊗ q∗L∗)

= χ(A×A, (m× id)∗(L ! L∗))

= χ(A×A, L ! L∗) = χ(A, L) · χ(A, L∗)

= (−1)gχ(L)2.
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For the last equality we use again the Hirzebruch–Riemann–Roch formula.
!

In fact, due to the vanishing of the higher cohomology groups Hi(A, L), i > 0,
for any ample line bundle L (e.g. by Kodaira vanishing), one also has deg(ϕL) =
h0(A, L)2.

Definition 9.18 A principally polarized abelian variety is a polarized abelian
variety (A, L) with deg(ϕL) = 1, i.e. ϕL : A ∼ !! Â, or, equivalently, χ(L) = 1.

9.2 The Poincaré bundle as a Fourier–Mukai kernel

Historically, the starting point of the theory of Fourier–Mukai transforms is the
following result due to Mukai.

Proposition 9.19 (Mukai) If P is the Poincaré bundle on A× Â, then

ΦP : Db(Â) !! Db(A)

is an equivalence.
Moreover, the composition

Db(Â)
ΦP

!! Db(A)
ΦP

!! Db(Â)

is isomorphic to ι̂∗ ◦ [−g], where g = dim(A). See [79].

Proof Let us apply Proposition 7.1. Choose two closed points α,β ∈ Â. Then,

ΦP(k(α)) % Pα and ΦP(k(β)) % Pβ .

are line bundles on A. Clearly, Hom(Pα, Pβ [i]) = Hi(A, P∗α ⊗ Pβ). Thus,

Hom(Pα, Pβ [i]) = 0

for i .∈ [0, g]. Moreover, for i = 0 and α = β this equals H0(A, OA) = k.
Thus, it suffices to verify that Hom(Pα, Pβ [i]) = 0 for α .= β and all i. But in

this case, Pα, Pβ ∈ Pic0(A) are non-isomorphic and hence Hi(A,P∗α ⊗ Pβ) = 0
(see Lemma 9.9). Hence, ΦP is fully faithful and, since the canonical bundles of
A and Â are trivial, indeed an equivalence.

Let us now study the composition, which is isomorphic to the Fourier–Mukai
transform with kernel R := π13∗(π∗12P ⊗ π∗23P) (see Proposition 5.10), where we
use the following diagram

Â×A Â×A× Â
π12

88
π23

!!

π13

$$

A× Â

Â× Â.
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In order to determine the support of R, let us study the cohomology of π∗12P⊗
π∗23P on the fibres of π13. For a closed point (α,β) ∈ Â × Â the restriction of
π∗12P⊗π∗23P to π−1

13 (α,β) is the line bundle Pα⊗Pβ ∈ Pic0(A). By Lemma 9.9 we
know that a non-trivial line bundle L ∈ Pic0(A) has no cohomology whatsoever.
Thus, H∗(A,Pα⊗Pβ) .= 0 if and only if Pα⊗Pβ % O, i.e. if and only if β = −α.
In particular, supp(R) is contained in the graph Γι̂ of ι̂.

We will show that R is isomorphic to the trivial line bundle on Γι̂ shifted by
[−g]. Recall that π∗12P ⊗ π∗23P is isomorphic to m̂∗

13P (see Lemma 9.13).
This can be combined with the fibre product diagram

Â×A× Â

π13

$$

m̂13
!! Â×A

q

$$

Â× Â
m̂

!! Â.

Since m̂ is flat, base change yields

R = π13∗(π∗12P ⊗ π∗23P) % π13∗m̂
∗
13P % m̂∗q∗P.

For the final step one shows that q∗P % k(ê)[−g]. This immediately then yields
R % m̂∗k(ê)[−g] % OΓι̂ [−g], which is what we had set out to prove.

To prove q∗P % k(ê)[−g], we shall use that ΦP : Db(A) !!Db(Â) is fully
faithful and that the support of Riq∗P is contained in {ê} (cf. the argument
above that showed that R is concentrated in Γι̂). Thus it suffices to show that
Hom(OÂ, Riq∗P) = 0 for i .= g and Hom(OÂ, Rgq∗P) = k. To this end, we
consider the spectral sequence

Er,s
2 = Extr(OÂ, Rsq∗P)⇒ Extr+s(OÂ, q∗P).

As every Rsq∗P has support contained in {ê}, the Er,s
2 -terms are all trivial except

for r = 0. In particular, Er,s
2 = Er,s

∞ for all r, s.
For the limit one computes

Extr+s(OÂ, q∗P) % Hom(OÂ, q∗P[r + s])

% Hom(ΦP(k(e)),ΦP(OA)[r + s])

% Hom(k(e),OA[r + s]) % Hg−r−s(A, k(e))∗.

Hence, Hom(OÂ, Rsq∗P) = Hg−s(A, k(e)), which implies the result. !

Remark 9.20 The original argument of Mukai did not, of course, use Propos-
ition 7.1. Clearly, once the composition has been described as ι̂∗ ◦ [−g], one also
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finds that ΦP is an equivalence (use the symmetry of the situation with respect
to A and Â).

Thus, in the above proof, the only thing that has to be changed in order
to avoid using Proposition 7.1 is the argument proving q∗P % k(ê)[−g]. In the
proof given above, we have used that ΦP is fully faithful, so Mukai in his original
approach had to circumvent this. The techniques employed by Mukai (the full
machinery of base change is used) are important in other situations too, so
the reader might want to go back to [79] to see how it works without invoking
Proposition 7.1.

Exercise 9.21 Use Corollary 5.23 and the techniques of the last proof to
conclude that for any a ∈ A and α ∈ Â one has

i) (P∗α ⊗ ( )) ◦ ΦP % ΦP ◦ t∗α : Db(Â)
∼

!! Db(A)

ii) ΦP ◦ (Pα ⊗ ( )) % t∗α ◦ ΦP : Db(A)
∼

!! Db(Â).

See [79].

Remark 9.22 i) Note that if Â .% A, which happens quite frequently, the
proposition yields derived equivalent varieties which are not isomorphic and not
even birational.

ii) For elliptic curves the fact that the derived categories are equivalent is of
course trivial, as the dual variety of an elliptic curve E is isomorphic to E.

However, the functor ΦP : Db(E) !!Db(E) is nevertheless of considerable
interest as it relates torsion sheaves, e.g. k(α), to vector bundles (the line bundles
Pα). This can be used to give a new interpretation of certain results on vector
bundles on elliptic curves. See [96, Ch.14].

The cohomological Fourier–Mukai transform

ΦH
P : H∗(A, Q) !! H∗(Â, Q)

can be compared with the natural isomorphism given by Poincaré duality.
More precisely, since ΦH

P : Hn(A, Q) !!H∗(Â, Q) is given by ch(P) =
exp(c1(P)) ∈ H∗(A × Â, Q) and c1(P)k ∈ Hk(A, Z) ⊗Hk(Â, Z), one finds that
ΦH

P (Hn(A, Q)) ⊂ H2g−n(Â, Q).
On the other hand, integral Poincaré duality yields canonical isomorphisms

PDn : Hn(A, Z)
∼

!! H2g−n(A, Z)∗
∼

!! H2g−n(Â, Z).
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Lemma 9.23 Poincaré duality and the Fourier–Mukai transform with kernel
P compare via

ΦH
P = (−1)

n(n+1)
2 +g · PDn : Hn(A, Q)

∼
!! H2g−n(Â, Q) = H2g−n(A, Q)∗.

Proof The easiest way to see this is by introducing a basis {ei} of H1(A, Z)
and to express all homomorphisms involved in this basis.

Let J = (j1 < . . . < jn) and I = (i1 < . . . < i2g−n) with I ∪ J = {1, . . . , 2g}.
We shall write eJ instead of ej1 ∧ . . . ∧ ejn , etc. Then PDn(eJ) = ε · e∗I , where
the sign ε can be determined by ε = ε · e∗I(eI) =

∫
eJ ∧ eI .

In order to express ΦH
P (eJ), one uses formula (9.6)

c1(P)n =
∑

,1<...<,n

(−1)n(n−1)/2 · n! · (e,1 ∧ . . . ∧ e,n) ∧ (e∗,1 ∧ . . . ∧ e∗,n).

Hence,

ΦH
P (eJ) = ΦH

c1(P)2g−n/(2g−n)!(eJ)

= (−1)(2g−n)(2g−n−1)/2
(∫

(eJ ∧ eI)
)

e∗I .

The remaining sign verification is left to the reader. !

Corollary 9.24 The cohomological Fourier–Mukai transform associated to the
Poincaré bundle defines an isomorphism of integral(!) cohomology

ΦH
P : H∗(A, Z)

∼
!! H∗(Â, Z).

Moreover, the square

Hn(Â, Z)
ΦH

P
!! H2g−n(A, Z)

ΦH
P

!! Hn(Â, Z)

is given by multiplication with (−1)n+g.

Proof The first assertion follows from the above comparison with Poincaré
duality, which is defined over the integers.

The second assertion could either be seen as a corollary to Proposition 9.19,
as ι∗ ◦ [−g] acts as (−1)n+g on Hn(A, Z), or directly proved by the sign check
(−1)n(n+1)/2+g+(2g−n)(2g−n+1)/2+g = (−1)n+g. !

9.3 Sl2-action

All the results of this sections are again due to Mukai.
It has been mentioned that a general Fourier–Mukai transform is not com-

patible with tensor product and it is easy to check that the Fourier–Mukai
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transform with kernel the Poincaré bundle on Â × A is no exception. However,
there is another multiplicative structure on the derived category of an abelian
variety and the Fourier–Mukai transform ΦP relates it to the tensor product.

Definition 9.25 Let A be an abelian variety. Then one defines the convolution
as the bifunctor

∗ : Db(A)×Db(A) !! Db(A) as F• ∗ E• := m∗(F• ! E•).

Note that the convolution is the composition of the right derived functor Rm∗
and the bifunctor !, the latter of which descends from the homotopy categories
without deriving.

Exercise 9.26 Let f : B !!A be a homomorphism of abelian varieties. Show
that f∗F• ∗ f∗E• % f∗(F• ∗ E•).

Lemma 9.27 Let ΦP : Db(Â) !!Db(A) be the Fourier–Mukai functor with
kernel P. Then there exist functorial isomorphisms

ΦP(F• ∗ E•) % ΦP(F•)⊗ ΦP(E•)

and

ΦP(F• ⊗ E•) % ΦP(F•) ∗ ΦP(E•)[g].

Proof We use the following commutative diagram:

Â

#

Â×A
q

88
p

!! A

Â× Â

m̂

''

(Â× Â)×A

π13

@@;;
;;
;;
;;
;;
;;

π23

CC<
<<

<<
<<

<<
<<

<

π12
88

π3
!!

(m̂×idA)

''

#

A

Â×A

q∗F•⊗P
p

CCB
BB

BB
BB

BB
BB

BB
B

Â×A

q∗E•⊗P
p

@@CC
CC
CC
CC
CC
CC
CC

A
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Then one works through the following series of functorial isomorphisms

ΦP(F• ∗ E•) = p∗ (q∗m̂∗(F• ! E•)⊗ P)

% p∗((m̂× idA)∗π∗12(F• ! E•)⊗ P) (use flat base change)

% p∗(m̂× idA)∗ (π∗12(F• ! E•)⊗ (m̂× idA)∗(P))

% p∗(m̂× idA)∗(π∗13(q
∗F• ⊗ P)⊗ π∗23(q

∗E• ⊗ P))

(use (m̂× idA)∗P % π∗13P ⊗ π∗23P)

% p∗π13∗ (π∗13(q
∗F• ⊗ P)⊗ π∗23(q

∗E• ⊗ P))

(use p ◦ (m̂, idA) = π3 = p ◦ π13)

% p∗(q∗F• ⊗ P ⊗ π13∗π
∗
23(q

∗E• ⊗ P))

% p∗(q∗F• ⊗ P ⊗ p∗p∗(q∗E• ⊗ P)) (use flat base change)

% p∗(q∗F• ⊗ P)⊗ p∗(q∗E• ⊗ P).

This proves the first assertion. The second one is deduced from it by applying
ΦP : Db(A) !!Db(Â) to both sides.

Indeed, if we set G• := ΦP(F•) and H• := ΦP(E•) and apply Proposition
9.19, then

ΦP(G• ⊗H•) % ΦP(ΦP(F•)⊗ ΦP(E•))

% ΦP(ΦP(F• ∗ E•))

% ι∗(F• ∗ E•)[−g].

Since ΦP(G•) % ι∗F•[−g] by Proposition 9.19 and similarly ΦP(H•) % ι∗E•[−g],
one obtains

ΦP(G• ⊗H•) = ι∗ (ι∗ΦP(G•)[g] ∗ ι∗ΦP(H•)[g]) [−g] % (ΦP(G•) ∗ ΦP(H•)) [g],

where we use m∗ ◦ (ι× ι)∗ = ι∗ ◦m∗. As all G• and H• in Db(A) are isomorphic
to some object of the form ΦP(F•), respectively ΦP(E•), the second assertion
follows. (We actually prove the assertion for ΦP : Db(A) !!Db(Â), but the
situation is symmetric.) !

Next let M be a non-degenerate line bundle on A, i.e. a line bundle such that
ϕM : A !! Â is an isogeny. Due to Lemma 9.16 this is the case if M is ample. The
convolution with M can be expressed in terms of the Fourier–Mukai transform
ΦP : Db(A) !!Db(Â) as follows.

Lemma 9.28 There exists a functorial isomorphism

F• ∗M %M ⊗ ϕ∗MΦP(ι∗F• ⊗M).

Proof To prove the assertion, one introduces the morphisms ξ : A×A !!A×A,
(a, b) ! !! (a, a + b) and d : A×A !!A, (a, b) ! !! b− a. They satisfy

d ◦ ξ = π2, π1 ◦ ξ = π1, and π2 ◦ ξ = m.



Sl2-action 207

Using this (and the obvious ξ∗ξ∗ = id) one computes

F• ∗M % m∗(π∗1F• ⊗ π∗2M) % m∗(ξ∗π∗1F• ⊗ ξ∗d∗M)

% π2∗ξ∗ξ
∗(π∗1F• ⊗ d∗M) % π2∗(π∗1F• ⊗ d∗M).

On the other hand, m∗M % (M ! M) ⊗ (1 × ϕM )∗P by formula (9.8) and
hence d∗M % (ι∗M ! M)⊗ (ι× ϕM )∗P. Thus,

F• ∗M % π2∗(π∗1F• ⊗ (ι∗M ! M)⊗ (ι× ϕM )∗P)

% π2∗(π∗1(ι∗M ⊗ F•)⊗ π∗2M ⊗ (ι× ϕM )∗P)

% π2∗((ι× ϕM )∗(π∗1(M ⊗ ι∗F•)⊗ P))⊗M

% ϕ∗Mπ2∗(π∗1(M ⊗ ι∗F•)⊗ P)⊗M.

For the last isomorphism we use π2∗ ◦ (ι× ϕM )∗ = π2∗ ◦ (ι× id)∗ ◦ (id× ϕM )∗,
π2∗ = π2∗ ◦ (ι× id)∗, and π2∗ ◦ (id× ϕM )∗ = ϕ∗M ◦ π2∗ (which follows from flat
base change). !

Let (A, L) be a principally polarized abelian variety. Identifying A with Â
via the induced isomorphism ϕL : A ∼ !! Â one may consider the Fourier–Mukai
transform ΦP as an autoequivalence Φ : Db(A) !!Db(A). To be precise, we let
Φ be the Fourier–Mukai transform with kernel (id× ϕL)∗P or, equivalently

Φ = ϕ∗L ◦ ΦP : Db(A)
∼

!! Db(A).

Lemma 9.29 Under these assumptions Φ(L) % L∗.

Proof By the definition of ϕ (see formula (9.8)) one has (id×ϕL)∗P % m∗L⊗
(L∗! L∗). Hence, Φ(L) % p∗(q∗L⊗m∗L⊗ (L∗! L∗)) % p∗(m∗L)⊗L∗. Thus, it
suffices to show that p∗m∗L % O.

Since (A, L) is a principally polarized abelian variety, one has a unique (up
to scaling) non-trivial section s : O !!L (see Definition 9.18). The pull-back
yields a section m∗s : OA×A

!!m∗L. Its restriction to any fibre p−1(a) % A is
a non-trivial section m∗s|A×{a} : OA

!! t∗aL.
Since t∗aL is again a principal polarization, the section is unique and, therefore,

induces a bijection H0(p−1(a), O) % H0(p−1(a), m∗L|p−1(a)). Hence, O % p∗O %
R0p∗m∗L. This is enough, as the higher cohomology groups of t∗aL are all trivial
and hence Rip∗m∗L = 0 for i > 0. !

Proposition 9.30 (Mukai) Let (A, L) be a principally polarized abelian vari-
ety. If Φ : Db(A) !!Db(A) denotes the Fourier–Mukai functor with kernel
(id× ϕL)∗P, then

Φ4 % [−2g] and (L⊗ ( ) ◦ Φ)3 % [−g].

Proof We start out with the following identity

Φ2 % ι∗[−g] (9.9)
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which follows from Proposition 9.19 and the commutativity of the diagram

Db(A)
ΦP

++9
99

99
99

99

Db(Â)

ΦP ++9
99

99
99

99
!

ϕ∗
L

DDDDDDDDDDD

Db(Â)

Db(A)
ϕ∗

L
−1

DDDDDDDDDDD

The latter can be seen by writing down the kernels given by (ϕL×id)∗P, respect-
ively (id×ϕL)∗P, where P is considered as a line bundle on A×Â in the first and
as a line bundle on Â×A in the second case. (Remember that the Poincaré bundle
is universal in both directions.) The first assertion now follows immediately.

Let F• ∈ Db(A). Then, invoking Lemmas 9.27, 9.29, Exercise 9.26, and
Proposition 9.19 one obtains

Φ(L⊗ Φ(F•))

% ϕ∗LΦP(L⊗ ϕ∗LΦP(F•))
9.27% ϕ∗L(ΦP(L) ∗ ΦPϕ

∗
LΦP(F•))[g]

9.26% ϕ∗LΦP(L) ∗ ϕ∗LΦPϕ
∗
LΦP(F•)[g] % Φ(L) ∗ Φ2(F•)[g]

9.29% L∗ ∗ Φ2(F•)[g]
(9.9)
% L∗ ∗ ι∗F•[−g][g] % L∗ ∗ ι∗F•

9.28% L∗ ⊗ ϕ∗L∗ΦP(F• ⊗ L∗).

Then applying Φ once more yields

Φ(L⊗ Φ(L⊗ Φ(F•)))

% Φ(ϕ∗L∗ΦP(F• ⊗ L∗))
9.15% Φ(ι∗ϕ∗LΦP(F• ⊗ L∗)) % Φ(ι∗Φ(F• ⊗ L∗))

% ϕ∗LΦP ι
∗Φ(F• ⊗ L∗)

9.11% ϕ∗Lι̂
∗ΦPΦ(F• ⊗ L∗)

9.15% ι∗ϕ∗LΦPΦ(F• ⊗ L∗) % ι∗Φ2(F• ⊗ L∗)
(9.9)
% ι∗ι∗(F• ⊗ L∗)[−g] % F• ⊗ L∗[−g].

!

Remark 9.31 One interpretation of the above results is that modulo shifts, the
elements of the group Sl2(Z) act naturally as autoequivalences on the derived cat-
egory Db(A) of a principally polarized abelian variety. Indeed, Sl2(Z) is generated
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by the two matrices

S =
(

0 −1
1 0

)
and T =

(
1 0
−1 1

)

with the generating relations S4 = 1 and (T ◦ S)3 = 1. In this picture

S 88 !! Φ

T 88 !! L⊗ ( ).

In Mukai’s original paper Φ and L⊗ ( ) are rather set into correspondence with

the matrices
(

0 1
−1 0

)
, respectively

(
1 1
0 1

)
. The one given above turns

out to fit better in the context of the discussion of Section 9.5, where we shall
describe the full group of autoequivalences of an arbitrary abelian variety.

Exercise 9.32 Give a direct proof of the induced cohomological identities
((L ⊗ ( ))H ◦ ΦH)3 = (−1)g and (ΦH)4 = id, e.g. for g = 1. The more adven-
turous reader, not afraid of signs (e.g. in Lemma 9.23), may attack the general
case.

9.4 Derived equivalences of abelian varieties

The aim of this section and the next one is to give a geometric interpretation of
any derived equivalence Φ : Db(A) ∼ !!Db(B) of two abelian varieties A and B.
This will be done by associating to Φ a derived equivalence of A× Â and B× B̂,
which, as it turns out, is in fact given by an isomorphism A× Â % B × B̂. The
same approach also allows a full description of the group of autoequivalences.
The construction is quite involved and somewhat miraculous, but it leads to
a complete understanding of the situation. As will become clear immediately,
almost nothing of what will be said here has a chance to generalize to other
types of varieties. Essentially all techniques used in this section are due to Orlov
and Polishchuk.

Let us begin with a closer examination of two very special equivalences. Firstly,
consider the automorphism

µ : A×A !! A×A, (a1, a2)
! !! (a1 + a2, a2)

defined for any abelian variety A. Secondly, we use the Poincaré bundle P on
Â × A to define the equivalences ΦP : Db(Â) ∼ !!Db(A) and id × ΦP : Db(A ×
Â) ∼ !!Db(A×A).
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Examples 9.33 Let us try to understand the composition

µ∗ ◦ (id× ΦP) : Db(A× Â) !! Db(A×A)

by computing the image of k(a) ! k(α), where a ∈ A and α ∈ Â corresponds to
the line bundle L := Pα on A.

By definition, (id×ΦP)(k(a)!k(α)) % k(a)!L and µ∗(k(a)!L) = µ∗(ia∗L),
where ia : A !!A×A, a′ ! !! (a, a′). Since the image of the composition µ ◦ ia,
which is a closed embedding, is just the graph Γ−a := Γt−a of t−a, one obtains
µ∗(k(a) ! L) % (O ! L)⊗OΓ−a .

Therefore,

µ∗(id× ΦP)(k(a) ! k(α)) % (O ! L)⊗OΓ−a .

This is an object in Db(A×A) and thus gives rise to a Fourier–Mukai transform
Db(A) !!Db(A). Clearly, this is nothing but the composition (L⊗ ( )) ◦ t−a∗.

Let ΦE : Db(A) ∼ !!Db(B) be a derived equivalence between two abelian
varieties given as a Fourier–Mukai transform with kernel E (which is uniquely
determined!). By general results (see Proposition 4.1) we know that A and B
are of the same dimension, say g. Also recall that ER = E∨[g] (as the canon-
ical bundle of an abelian variety is trivial) and that the induced Fourier–Mukai
transform ΦER : Db(B) ∼ !!Db(A) is quasi-inverse to ΦE .

We will, however, be more interested in the induced Fourier–Mukai transform
in the opposite direction ΦER : Db(A) ∼ !!Db(B), which is also an equivalence
(see the proof of Proposition 6.1 or Remark 7.7), and in the product equivalence
ΦE × ΦER : Db(A×A) ∼ !!Db(B ×B) (cf. Exercise 5.20). Note that

Db(A)
ΦER

!! Db(B)
ΦE

!! Db(A)

is isomorphic to the identity.

Definition 9.34 To the equivalence ΦE one associates the equivalence

FE : Db(A× Â)
∼

!! Db(B × B̂)
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given as the composition

Db(A× Â)

id×ΦPA

$$

FE
!! Db(B × B̂)

Db(A×A)

µA∗

$$

Db(B ×B)

(id×ΦPB
)−1

''

Db(A×A)
ΦE×ΦER

!! Db(B ×B).

µ∗
B

''

Remark 9.35 The key idea of everything that follows is that by passing
from ΦE × ΦER : Db(A×A) ∼ !!Db(B ×B) to FE : Db(A× Â) ∼ !!Db(B × B̂)
the situation becomes, for some mysterious reason, more geometric.

Lemma 9.36 The construction ΦE
! !! FE is compatible with composition, i.e.

if ΦG : Db(A) ∼ !!Db(C) is the composition of

ΦE : Db(A)
∼

!! Db(B) and ΦF : Db(B)
∼

!! Db(C)

then FG % FF ◦ FE .

Proof By the very construction of F , the assertion follows immediately from
(ΦF × ΦFR) ◦ (ΦE × ΦER) = ΦG × ΦGR . The latter is a consequence of the
assumption ΦG = ΦF ◦ ΦE and Remark 5.11. !

As FE = id for ΦE = id, the lemma yields in particular the following

Corollary 9.37 The map

Aut(Db(A)) !! Aut(Db(A× Â)), ΦE
! !! FE

is a group homomorphism. !

Examples 9.38 In the following we compute FE explicitly in a few important
cases.

i) Suppose

ΦE = M ⊗ ( ) : Db(A)
∼

!! Db(A)
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for some line bundle M on A. Thus, E % ∆∗M . Clearly, the inverse functor is
M∗ ⊗ ( ) and hence ER % ∆∗(M∗). Thus, ΦE × ΦER : Db(A×A) ∼ !!Db(A×A)
is just (M ! M∗)⊗ ( ).

In order to describe F := FE in this case, we shall study F (k(a) ! k(α)) for
all closed points (a,α) ∈ A × Â. It has been shown (see Example 9.33) that
µ∗(id×ΦP)(k(a) ! k(α)) % (O ! L)⊗OΓ−a (which is the Fourier–Mukai kernel
for (L⊗ ( )) ◦ t−a∗). Here, L = Pα as before. Hence,

(ΦE × ΦER)(µ∗(id× ΦP)(k(a) ! k(α))) % (M ! (M∗ ⊗ L))⊗OΓ−a .

Indeed, by Exercise 5.13 (ΦE × ΦER)((O ! L) ⊗ OΓ−a) is the kernel of the
equivalence F• ! !! (M∗ ⊗ L)⊗ t−a∗(M ⊗ F•).

If M ∈ Pic0(A), then ta∗M %M and hence (M ! M∗)⊗OΓ−a % OΓ−a . Thus
in this case one immediately finds F (k(a) ! k(α)) = k(a) ! k(α) for all closed
points (a,α) ∈ A× Â.

Now, by Corollary 5.23 we conclude that under the hypothesis that M ∈
Pic0(A) the equivalence F is isomorphic to N ⊗ ( ) for some line bundle N on
A×Â. Thus, all that is needed to get a complete description of F is to determine
this line bundle N , which is N % F (OA×Â).

Using p∗P % k(e)[−g] (see the proof of Proposition 9.19), one computes first

(id× ΦP)(O) % O ! ΦP(O) % O ! k(e)[−g].

Next, µ∗(O ! k(e)[−g]) % O ! k(e)[−g] and

(ΦE × ΦER)(O ! k(e)[−g]) %M ! k(e)[−g].

Hence,

F (O) % (id× ΦP)−1(µ∗(O ! k(e)[−g])) %M ! O.

Therefore, if M ∈ Pic0(A), then the equivalence F : Db(A× Â) ∼ !!Db(A× Â)
associated to M ⊗ ( ) : Db(A) ∼ !!Db(A) is isomorphic to (M ! O)⊗ ( ).

We also mention here that for M .∈ Pic0(A) the induced equivalence is still of
the form F = (N ⊗ ( )) ◦ f∗ only f is not the identity. See Example 9.40.

ii) In the second example we consider the case of the autoequivalence

ΦE = ta0∗ : Db(A)
∼

!! Db(A)

for some point a0 ∈ A. In particular, its kernel is E % OΓa0
and also ER %

OΓa0
. We follow the same strategy as above and try to compute the image

F (k(a) ! k(α)) for any closed point (a,α) ∈ A× Â.
Using again Example 9.33 and ta0∗L % L for L = Pα ∈ Pic0(A), one finds

(ΦE × ΦER)(µ∗(id× ΦP)(k(a) ! k(α))) % (ta0∗ × ta0∗)((O ! L)⊗OΓ−a)

% (O ! L)⊗OΓ−a .
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So, once more F sends k(a) ! k(α) to itself and, therefore F % N ⊗ ( ) for
some line bundle N on A× Â. To compute N , one first shows

(ta0∗ × ta0∗)(µ∗(id× ΦP)(O)) % (ta0∗ × ta0∗)(O ! k(e)[−g])

% O ! k(a0)[−g].

Since µ∗(O ! k(a0)[−g]) % O ! k(a0)[−g] and ΦP(L∗0) % k(a0)[−g], where L0 is
the line bundle on Â corresponding to a0 ∈ A (use the same arguments as in the
proof of Proposition 9.19), one finds F (O) % O ! L∗a0

.
Therefore, the equivalence F : Db(A × Â) ∼ !!Db(A × Â) induced by

ta0∗ : Db(A) ∼ !!Db(A) is given by the tensor product with O ! L∗0, where
L0 = P|{a0}×Â ∈ Pic0(Â).

iii) Corollary 9.37 allows to combine i) and ii) as follows. Let (a,α) ∈ A × Â
and

Φ(a,α) := (L⊗ ( )) ◦ ta∗ : Db(A)
∼

!! Db(A),

where L = Pα. The induced equivalence F is given by

F(a,α) % L ! L∗0 ⊗ ( ) : Db(A× Â)
∼

!! Db(A× Â),

where L0 = P|{a}×Â. In particular, its kernel is given by ∆∗(L ! L∗0) where ∆ is
the diagonal embedding of A× Â.

iv) Consider a simple shift functor Db(A) ∼ !!Db(A), F• ! !!F•[n]. Then the
induced F : Db(A×A) ∼ !!Db(A×A) is isomorphic to the identity. This follows
from (O∆[n])R % O∆[−n].

v) For completeness sake we also consider the case of the equivalence

ΦP : Db(A)
∼

!! Db(Â)

given by the Poincaré bundle. It is however much easier to view this as a con-
sequence of the general results that will be proved below, so this will become
Exercise 9.52. At any rate, the result is that F is given as (P ⊗ ( )) ◦ fP∗,
with fP : A× Â ∼ !! Â×A, (a,α) ! !! (−α, a). (Note for the record that P .∈
Pic0(Â×A).)

In all examples, we observed that FE sends closed points to closed points and
is therefore given, up to a twist by a line bundle, by an automorphism (see
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Corollary 5.23). In fact, the automorphism in the examples i)–iv) was always the
identity. More generally one has

Proposition 9.39 (Orlov) Let ΦE : Db(A) ∼ !!Db(B) be an equivalence.
Then the associated equivalence FE : Db(A× Â) ∼ !!Db(B × B̂) is of the form

FE % (NE ⊗ ( )) ◦ fE∗

with NE ∈ Pic(B × B̂) and fE : A × Â ∼ !!B × B̂ an isomorphism of abelian
varieties. See [93].

Proof The proof is split into three steps.
i) In the first step we show FE(k(e) ! k(ê)) % k(e) ! k(ê). By Example 9.33

we have µ∗(id × ΦP)(k(e) ! k(ê)) % O∆A . Let G := (ΦE × ΦER)(O∆A). Then
ΦG : Db(B) !!Db(B) is isomorphic to the composition

Db(B)
Φ−1

E
!! Db(A)

ΦO∆A
=id

!! Db(A)
ΦER

!! Db(B)

(see Exercise 5.13). Hence, ΦG = id and, therefore, G = O∆B . This is enough to
conclude FE(k(e) ! k(ê)) % k(e) ! k(ê).

ii) Here we just recall a very general fact (see Corollary 6.14). If an equivalence
Φ : Db(X) ∼ !!Db(Y ) sends a closed point x0 ∈ X to a closed point y0 ∈ Y ,
i.e. Φ(k(x0)) % k(y0), then there exists an open neighbourhood x0 ∈ U ⊂ X
such that for any closed point x ∈ U there exists a closed point y ∈ Y with
Φ(k(x)) % k(y).

iii) In this final step we show that F sends closed points to closed points.
For this, we use the existence of the Zariski open subset (e, ê) ∈ U ⊂ A × Â
as in ii). Note that any other point (a,α) ∈ A × Â can be written as (a,α) =
(a1,α1) + (a2,α2) with (ai,αi) ∈ U . (This is a general fact for open non-empty
subsets U of an abelian variety C. If x ∈ C \ U , then the image of the open
immersion tx : ι(U) !!C meets U . Hence x − y1 = y2 for certain y1, y2 ∈ U .)
By definition of U ⊂ A × Â, there exist points (bi,βi) ∈ B × B̂, i = 1, 2, with
FE(k(ai) ! k(αi)) = k(bi) ! k(βi). We denote the line bundles corresponding to
βi, i = 1, 2, by Mi.

Then define

G : = (ΦE × ΦER)(µA∗(id× ΦPA)(k(a) ! k(α)))

% (ΦE × ΦER)((O ! L)⊗OΓ−a).

As before L := Pα which can now be written as L % L1⊗L2 with Li = P|A×{αi}.
Similarly, we let Mi ∈ Pic(B) correspond to βi ∈ B.

The induced Fourier–Mukai transform ΦG : Db(B) !!Db(B) is isomorphic to
the composition

Db(B)
ΦE

!! Db(A)
(L⊗( ))◦t−a∗

!! Db(A)
ΦER

!! Db(B)
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(see Exercise 5.13). Hence,

ΦG = ΦER ◦ (L1 ⊗ ( )) ◦ t−a1∗ ◦ (L2 ⊗ ( )) ◦ t−a2∗ ◦ ΦE

= ΦER ◦ (L1 ⊗ ( )) ◦ t−a1∗ ◦ ΦE ◦ ΦER ◦ (L2 ⊗ ( )) ◦ t−a2∗ ◦ ΦE

= (M1 ⊗ ( )) ◦ t−b1∗ ◦ (M2 ⊗ ( )) ◦ t−b2∗

= ((M1 ⊗M2)⊗ ( )) ◦ t−b1−b2∗

(Don’t get confused with the directions of the Fourier–Mukai functor. Write down
the above diagram to make sure, e.g. ΦE means ΦE : Db(B) !!Db(A).)

This is enough to conclude

FE(k(a) ! k(α)) = k(b1 + b2) ! k(β1 + β2).

Therefore, FE is up to twist by a line bundle NE on B × B̂ induced by an
isomorphism fE : A× Â ∼ !!B × B̂. In fact, the above calculation indeed shows
that fE respects the group structure. !

Examples 9.40 Coming back to Example 9.38, i) one finds that for M .∈
Pic0(A) the induced F∆∗M = (f∆∗M , N∆∗M ) satisfies f∆∗M .= id.

Exercise 9.41 Consider the composition ΦG = ΦE ◦ ΦF of two equivalences

ΦF : Db(A)
∼

!! Db(B) and ΦE : Db(B)
∼

!! Db(C).

Show that for the induced (NF , fE), (NE , fE), and (NG , fG) one has

fG = fE ◦ fF and NG % NE ⊗ fE∗NF .

Here are a few immediate consequences of the proposition. The first one
roughly says that the number of Fourier–Mukai partners of an abelian variety is
finite.

Corollary 9.42 To any abelian variety A there exist, up to isomorphisms, only
a finite number of derived equivalent abelian varieties B.

Proof If B is an abelian variety with Db(A) % Db(B), then A × Â % B × B̂.
In particular, any such abelian variety B is a direct factor of A× Â. A standard
argument shows that any abelian variety has, up to the action of automorphisms,
only a finite number of direct factors (see [78, V, 18.7]). !
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The second one is a generalization of Corollary 9.24.

Corollary 9.43 Let ΦE : Db(A) ∼ !!Db(B) be a derived equivalence of abelian
varieties. Then the induced cohomological Fourier–Mukai transform defines an
isomorphism of the integral(!) cohomology

ΦH
E : H∗(A, Z)

∼
!! H∗(B, Z).

Proof Imitating what has been said about the powers c1(P)n, one first observes
that the Chern character ch(L) of a line bundle L on an abelian variety is always
integral.

Thus, the induced equivalence FE : Db(A × Â) ∼ !!Db(B × B̂), which is
a composition of fE∗ and the tensor product with NE , yields an integral
isomorphism

FH
E : H∗(A× Â, Z)

∼
!! H∗(B × B̂, Z).

Using Corollary 9.24 and the diagram in Definition 9.34 that defines FE , this
implies that also

ΦH
E"ER

= ΦH
E ⊗ ΦH

ER
: H∗(A×A, Z)

∼
!! H∗(B ×B, Z),

which clearly suffices to conclude. !

The construction of the morphism fE associated to any equivalence ΦE seems
rather mysterious. Here is another view of it, which might help to understand it.
We shall use the notation

Φ(a,α) := (L⊗ ( )) ◦ ta∗ : Db(A)
∼

!! Db(A)

for a closed point (a,α) ∈ A× Â and similarly

Φ(b,β) : Db(B)
∼

!! Db(B)

for a closed point (b,β) ∈ B × B̂. The induced equivalences F(a,α) have been
computed in Examples 9.38.

Corollary 9.44 Suppose ΦE : Db(A) ∼ !!Db(B) is an equivalence and the
induced isomorphism is fE : A× Â ∼ !!B × B̂. Then fE(a,α) = (b,β) if and
only if

Φ(b,β) ◦ ΦE % ΦE ◦ Φ(a,α) : Db(A)
∼

!! Db(B)
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Proof Due to Example 9.33, µ∗ ◦ (id × ΦP) sends a closed point (a,α) to
(O ! L)⊗OΓ−a . A similar calculation applies to (b,β).

Thus, FE(k(a,α)) % k(b,β) (or, equivalently fE(a,α) = (b,β)) if and only if

(ΦE × ΦER)((O ! L)⊗OΓ−a) % (O ! M)⊗OΓ−b , (9.10)

where M = Pβ . In order to apply Exercise 5.13, we swap the two factors in
(9.10) and rewrite it as

(ΦER × ΦE)((L ! O)⊗OΓa) % (M ! O)⊗OΓb . (9.11)

Since Φ(a,α) is the Fourier–Mukai transform with kernel (L!O)⊗OΓa , Exercise
5.13 now says that (9.11) is equivalent to the commutativity of

Db(A)

Φ(a,α)

$$

Db(B)
ΦER

88

Φ(b,β)

$$

Db(A)
ΦE

!! Db(B).

With ΦER % Φ−1
E this is just saying Φ(b,β) ◦ ΦE % ΦE ◦ Φ(a,α). !

The following digression shows that behind Proposition 9.39 there is a general
principle. In some sense, to be made precise below, Proposition 9.39 holds for
arbitrary projective varieties. The following remarks sketch the principal ideas
of an unpublished result of R. Rouquier.

Suppose

F : Db(X)
∼

!! Db(Y )

is an equivalence. Clearly, F induces an isomorphism between the groups of
autoequivalences

Aut(Db(X))
∼

!! Aut(Db(Y )), Φ ! !! F ∗Φ := F ◦ Φ ◦ F−1.

Equivalently, this is given by the following diagram

Db(X)

Φ
$$

Db(Y )

F ∗Φ
$$

F −1

88

Db(X)
F

!! Db(Y ).
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Thinking of F as a Fourier–Mukai transform ΦE , the map ΦR
! !! F ∗ΦR = F ◦

ΦR ◦ F−1 is on the level of Fourier–Mukai kernels described by

R ! !! F ∗R := (ΦER × ΦE)(R).

Here, (ΦER × ΦE) : Db(X ×X) !!Db(Y × Y ) is the Fourier–Mukai transform
with kernel ER ! E ∈ Db((X × Y )× (X × Y )). See Exercise 5.13.

We will be interested in the ‘neighbourhood’ of the identity id :
Db(X) ∼ !!Db(X). To this end we consider the semi-direct product Aut(X) "
Pic(X) as a subgroup of Aut(Db(X)) by associating to (ϕ, L) ∈ Aut(X)"Pic(X)
the equivalence Φ(ϕ,L) := (L ⊗ ( )) ◦ ϕ∗, the kernel of which is of the form
(id× ϕ)∗L ∈ Db(X ×X).

Clearly, F ∗Φ(idX,O) % Φ(idY ,OY ). In other words, F ∗O∆ % O∆. In particular,
the image of the kernel defining id = Φ(idX,O) is isomorphic to a line bundle con-
centrated on the graph of an automorphism of Y . This then will be true for small
deformations of (idX ,O), i.e. for any (ϕ, L) contained in a small neighbourhood
of Aut(X) " Pic(X), which is an algebraic group, the image F ∗Φ(ϕ,L) will be
again of the form Φ(ψ,M) with (ψ, M) ∈ Aut(Y ) " Pic(Y ).

As any open neighbourhood of the identity idX ∈ Aut(X) " Pic(X) generates
the connected component Aut0(X)"Pic0(X), the map Φ ! !! F ∗Φ induces a map

Aut0(X) " Pic0(X) !! Aut0(Y ) " Pic0(Y ).

Using the same argument for the inverse F−1, one shows that it is in fact an
isomorphism.

These are the main ideas to prove the following result, whose complete proof
needs to address a few more technical details.

Proposition 9.45 (Rouquier) Any equivalence F : Db(X) ∼ !!Db(Y )
induces an isomorphism of algebraic groups

F ∗ : Aut0(X) " Pic0(X)
∼

!! Aut0(Y ) " Pic0(Y ). (9.12)

For abelian varieties A and B as considered earlier, this is exactly what is
expressed by Proposition 9.39. Indeed, one has A % Aut0(A) via a ! !! ta∗ and
Â % Pic0(A). As Corollary 9.44 shows, the isomorphism fE : A × Â ∼ !!B × B̂

induced by any equivalence F := ΦE : Db(A) ∼ !!Db(B) is nothing but F ∗, i.e.

fE % F ∗ : A× Â = Aut0(A) " Pic0(A)
∼

!! Aut0(B) " Pic0(B) = B × B̂.

One last remark on the general case, the isomorphism (9.12) can be seen as
the geometric realization of the isomorphism of the first Hochschild cohomology
(see the discussion on p. 140)

HH1(X) = H0(X, TX)⊕H1(X, OX) % H0(Y, TY )⊕H1(Y,OY ) = HH1(Y )
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induced by the equivalence. Indeed, the tangent spaces of Aut(X) and Pic(X)
are nothing but H0(X, TX), respectively H1(X, OX).

Let us now pursue our discussion for abelian varieties. As we will show next,
this interpretation of fE provided by Corollary 9.44 will lead to a characterization
of all isomorphisms fE that might occur.

Any isomorphism f : A× Â ∼ !!B × B̂ can be written as f =
(

f1 f2
f3 f4

)
and

one associates to it the isomorphism f̃ : B × B̂ ∼ !!A× Â

f̃ =:

(
f̂4 −f̂2

−f̂3 f̂1

)

.

(Note that we tacitly use the isomorphisms A % ̂̂
A and B % ̂̂

B.)
The following subgroup of isomorphisms A× Â ∼ !!B × B̂ was independently

studied by Mukai and Polishchuk.

Definition 9.46 By U(A×Â, B×B̂) one denotes the subgroup of isomorphisms
f : A× Â ∼ !!B × B̂ with f̃ = f−1.

Corollary 9.47 The isomorphism fE : A× Â ∼ !!B× B̂ associated to an equi-
valence ΦE : Db(A) ∼ !!Db(B) is contained in U(A× Â, B × B̂).

Proof If we denote as before the autoequivalence of Db(A × Â) induced by
Φ(a,α) by F(a,α), then Corollary 9.37 and Corollary 9.44 imply

FE ◦ F(a,α) = FfE(a,α) ◦ FE . (9.13)

The closed point a ∈ A corresponds to a line bundle L0 on Â and α ∈ Â to a line
bundle L on A. Similarly, (b,β) = fE(a,α) gives rise to (M,M0) ∈ Pic(B × B̂).
Thus, (9.13) reads (see Examples 9.38, iii))

(NE ⊗ ( )) ◦ fE∗ ◦ (L ! L∗0 ⊗ ( )) % (M ! M∗
0 ⊗ ( )) ◦ (NE ⊗ ( )) ◦ fE∗

or, equivalently, fE∗(L ! L∗0) % M ! M∗
0 . The latter translates to f̂E(β,−b) =

(α,−a) or further to f̃E(b,β) = (a,α). As (b,β) = fE(a,α), this proves f̃E = f−1
E

on all closed points which is enough. !

The following result is originally due to Polishchuk. An alternative proof was
given by Orlov.

Proposition 9.48 (Orlov, Polishchuk) Consider two abelian varieties A
and B. Any f ∈ U(A × Â, B × B̂) is of the form f = fE for some equivalence
ΦE : Db(A) ∼ !!Db(B). See [93, 96].
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We refrain from giving any indications of the proof. However, looking at
Lemma 9.51 below one gets the impression that once f and an appropriate line
bundle N are given, a potential kernel E can be constructed easily, well, at least
the modification E∨(eA, eB)⊗ E .

Orlov’s proof makes extensive use of semi-homogenous vector bundles on
abelian varieties. Polishchuk’s approach is explained in [96, Ch.15]. Both would
lead us too far astray.

The next corollary summarizes the discussion of this section and gives a com-
plete answer to the question of when two abelian varieties are derived equivalent.

Corollary 9.49 Two abelian varieties A and B define equivalent derived cat-
egories Db(A) and Db(B) if and only if there exists an isomorphism f :
A× Â ∼ !!B × B̂ with f̃ = f−1:

Db(A) % Db(B) ⇐⇒ U(A× Â, B × B̂) .= ∅.

The corollary can be rephrased in terms of Hodge structures of weight one. An
abelian variety A is determined by its weight-one Hodge structure on H1(A, Z).
This applies also to A× Â, which corresponds to the induced weight-one Hodge
structure on H1(A× Â, Z) = H1(A, Z)⊕H1(A, Z)∗.

Moreover, the lattice H1(A, Z) ⊕ H1(A, Z)∗ comes with a natural quadratic
form given by the dual pairing:

qA((a,α)) := 2α(a).

Corollary 9.50 Two abelian varieties A and B are derived equivalent if and
only if there exists a Hodge isometry

f : H1(A× Â, Z)
∼

!! H1(B × B̂, Z).

See [41].

Proof It clearly suffices to show that the condition f being an isometry, i.e.
qB(f(a,α)) = qA((a,α)), is equivalent to the condition f̃ = f−1.

After choosing a basis for H1(A, Z) and H1(B, Z), the quadratic forms qA and

qB correspond to the matrix
(

0 1
1 0

)
. Thus, f =

(
f1 f2
f3 f4

)
is an isometry if and

only if
(

f t
1 f t

3
f t
1 f t

4

)(
0 1
1 0

)(
f1 f2
f3 f4

)
=

(
0 1
1 0

)
.

The assertion follows immediately from the relations

f t
1 = f̂1, f t

4 = f̂4, f t
2 = −f̂2, and f t

3 = −f̂3.

Note that f̂2 is actually defined as f̂2 : B̂ !! ̂̂A ∼ !!A, where the isomorphism
is given by the Poincaré bundle. Then use Remark 9.12. !
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In the remainder we will discuss yet another result of Orlov saying that any
derived equivalence between abelian varieties is a Fourier–Mukai transform with
a shifted sheaf as a Fourier–Mukai kernel. This part is independent of the rest
of this section, but it will come in at a crucial step in the next one where we
build upon the above discussion to determine the group of autoequivalences of
the derived category of an abelian variety.

Let us start with the following technical result. We let ΦE : Db(A) ∼ !!Db(B)
be an equivalence and FE : Db(A× Â) ∼ !!Db(B × B̂) be the induced equivalence
as introduced above. Then FE can be described as a Fourier–Mukai transform
ΦI(E), where I(E) is a line bundle NE on the graph of a certain automorphism
fE : A× Â ∼ !!B × B̂.

Lemma 9.51 If π : A× Â×B × B̂ !!A×B is the natural projection, then

KE := π∗I(E) % E∨(eA, eB)⊗ E .

Here, E∨(eA, eB) = (eA, eB)∗E∨ is the fibre of the complex E∨ in the origin.

Proof As FE has been introduced as a composition of a number of Fourier–
Mukai transforms, its kernel I(E) can be described by the methods of Section
5.1 as a direct image of the tensor products R of the various kernels. Instead of
writing this out, let us try to explain this by the following picture.

We shall use ΓµA = {(a1, a2, a1 + a2, a2)} and ΓµB = {(b1 + b2, b2, b1, b2)}.

OΓµA
OΓµB︷ ︸︸ ︷ ︷ ︸︸ ︷

(A× Â)× (A×A)× (A×A)× (B ×B)× (B ×B)× (B × B̂)

︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸
O∆ ! PA E ! ER O∆ ! (id× ι̂)∗PB [g]

π

$$

(A× Â) × (B × B̂).
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The projection π can be decomposed as follows

(A× Â)× (A×A)× (A×A)× (B ×B)× (B ×B)× (B × B̂)

i)
$$

A× (A×A)× (A×A)× (B ×B)× (B ×B)×B

ii)
$$

A × (A×A)× (B ×B) × B

iii)
$$

A × B.

The direct image of R under i) yields

OΓµA
OΓµB︷ ︸︸ ︷ ︷ ︸︸ ︷

(A )× (A×A)× (A×A)× (B ×B)× (B ×B)× (B )

︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸
O∆ ! k(eA)[−g] E ! ER O∆ ! k(eB)[−g][g]

This follows from p∗P = k(e)[−g] which has been shown in the proof of
Proposition 9.19.

Next use that the tensor product (O∆ ! k(eA)[−g]) ⊗OΓµA
is isomorphic to

the structure sheaf of the subvariety {(a, a, e, a, e) | a ∈ A} shifted by [−g] and
similarly for the corresponding tensor product on the B-side.

Thus, the direct image under ii) yields

O{(a,a,e)}[−g] O{(b,e,b)}︷ ︸︸ ︷ ︷ ︸︸ ︷

A× (A×A)× (B ×B)×B

︸ ︷︷ ︸
E ! ER

The direct image under the last projection iii) turns this into the desired
E ⊗ ER(eA, eB)[−g] % E ⊗ E∨(eA, eB). !

Exercise 9.52 Prove the description of fP and NP given in Example 9.38, v).
See also Exercise 9.21.

Proposition 9.53 (Orlov) Let ΦE : Db(A) ∼ !!Db(B) be an equivalence
between the derived categories of two abelian varieties. Then up to a shift E
is isomorphic to a sheaf. See [93].
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Proof After shifting E , we may assume that H0(E) .= 0 and Hi(E) = 0 for
i > 0. We have to show that in this case E is isomorphic to a sheaf. Let j
be minimal with Hj(E) .= 0. Then there exists a non-trivial homomorphism
Hj(E)[−j] !! E and, therefore, also a non-trivial E∨ !!Hj(E)∨[j]. In order to
use this information, we have to study the dual E∨.

Since E is a sheaf if and only if t(a,b)∗E is one, we may assume that (eA, eB) ∈
supp(Hk(E∨)), which will come in handy later.

Suppose k is maximal with Hk(E∨) .= 0. If Hj(E)∨ is concentrated in degree
≥ ), then k ≥ )− j. This can be seen by using the spectral sequence

Ep,q
2 = Extp(H−q(E),O) = Hp(H−q(E)∨)⇒ Extp+q(E ,O) = Hp+q(E∨).

By the previous lemma KE := π∗I(E) % E∨(eA, eB)⊗E with I(E) a line bundle
on the graph of fE . Denote the codimension of π(ΓfE ) ⊂ A × B by d. Hence, E
is concentrated in codimension ≥ d. This implies that Hj(E)∨ is concentrated in
degree ≥ d (see the explanation on p. 78) and hence k ≥ d− j.

The complex E is concentrated in [j, 0] with H0(E) .= 0 and E∨(eA, eB) is
concentrated in degree ≤ k with non-trivial cohomology in degree k. Thus, KE =
E∨(eA, eB)⊗ E has non-trivial cohomology in degree k.

On the other hand, since the graph of fE is of dimension 2g, the fibres of
ΓfE

!!A × B (which as a homomorphism of abelian varieties is smooth) have
all dimension d. In particular, KE as the direct image of a line bundle on ΓfE

is concentrated in degree ≤ d. Therefore, k ≤ d and hence d ≥ k ≥ d − j. This
yields j ≥ 0 and thus j = 0. !

Remark 9.54 The case of abelian varieties is very special. Already for K3
surfaces, a Fourier–Mukai kernel is, in general, not simply a sheaf. Examples for
(auto)equivalences with genuine complexes as Fourier–Mukai kernels have been
encountered already in Chapter 8.

9.5 Autoequivalences of abelian varieties

Orlov pushed the techniques further to give a complete description of the group
of all autoequivalences of Db(A) for any abelian variety A.

The results of the previous section applied to the case A = B show that the
map Aut(Db(A)) !!Aut(Db(A × Â)), ΦE

! !! FE , factorizes via Pic(A × Â) $
Aut(A×Â). This is the map ΦE

! !! (NE , fE). Indeed, the composition ΦE ◦ΦF is
mapped to (NE ⊗ fE∗NF , fE ◦ fF ) (see Exercise 9.41). In particular, the further
projection to fE is indeed a group homomorphism.

Proposition 9.55 (Orlov) The kernel of the natural map

Aut(Db(A)) !! Aut(A× Â) , ΦE
! !! fE

is isomorphic to the group Z⊕ (A× Â) generated by shifts [n], translations ta∗,
and tensor products L⊗ ( ) with L ∈ Pic0(A). See [93].
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Proof In Examples 9.38 we have seen that shifts, translations and tensor
products with L ∈ Pic0(A) all induce the identity fE . So, all are contained
in the kernel.

Suppose now that fE is the identity. In other words, FE is the tensor product
with a line bundle NE on A× Â, which will be considered as a line bundle on the
diagonal ∆A×Â ⊂ A × Â × A × Â. Therefore, KE , which is the direct image of
this line bundle on the diagonal, has support in ∆A. By Lemma 9.51 the same
holds for E∨(e, e)⊗ E .

Suppose that E∨(e, e) .= 0. Then E is supported on ∆A. In other words, ΦE =
E ⊗ ( ) for some shifted coherent sheaf E on A (cf. Proposition 9.53). A closer
inspection, e.g. testing ΦE on points, shows that E must be a shifted line bundle
M [n].

As was explained in Example 9.40, M ⊗ ( ) yields the identity fE = id if and
only if M ∈ Pic0(A).

In order to ensure that E∨(e, e) .= 0, we just translate. Indeed, if E∨(a, b) .= 0
and ΦF∨ := t−a∗ ◦ ΦE∨ ◦ t−b∗, then F∨(e, e) .= 0. !

Remark 9.56 Previously, we have studied the homomorphism

ΦE
! !! FE = (NE , fE) ∈ Pic(A× Â) $ Aut(A× Â).

In general, NE is not of degree zero. The proposition however shows that

{F̄E} !! Aut(A× Â),

is injective, where F̄E is the image of FE in H2(A× Â) $ Aut(A× Â) under the
projection induced by c1 : Pic(A× Â) !!Pic(A× Â)/Pic0(A× Â) ⊂ H2(A× Â).

Together with Proposition 9.48 and using the short-hand U(A× Â) for U(A×
Â, A × Â) one obtains a complete description of the group of autoequivalences
of an abelian variety.

Corollary 9.57 The map ΦE
! !! fE induces a short exact sequence

0 !! Z⊕ (A× Â) !! Aut(Db(A)) !! U(A× Â) !! 1.

!

The proposition also shows that the subgroup Z ⊕ (A × Â) ⊂ Aut(Db(A)) is
actually normal. In particular, if we denote as before the equivalence associated
to a closed point (a,α) ∈ A× Â by Φ(a,α), then for any other equivalence ΦE ∈
Aut(Db(A)) the normalizer ΦE ◦ Φ(a,α) ◦ Φ−1

E is again of the form Φ(b,β) up to
shift. This leads to the following alternative description of the automorphism fE ,
which is just a repetition of Corollary 9.44 in the case of autoequivalences.
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Corollary 9.58 Up to shift one has

ΦE ◦ Φ(a,α) ◦ Φ−1
E % ΦfE(a,α)

for any closed point (a,α) ∈ A× Â.

Proof Indeed, Corollary 9.37 implies

FE ◦ F(a,α) = F(b,β) ◦ FE (9.14)

for some (b,β). The closed point a ∈ A corresponds to a line bundle L0 on Â and
α ∈ Â to a line bundle L on A. Similarly, (b,β) gives rise to (M,M0) ∈ Pic(B×B̂).
Thus, (9.14) reads (see Examples 9.38, iii))

(NE ⊗ ( )) ◦ fE∗ ◦ (L ! L∗0 ⊗ ( )) % (M ! M∗
0 ⊗ ( )) ◦ (NE ⊗ ( )) ◦ fE∗

or, equivalently, fE∗(L ! L∗0) % M ! M∗
0 . The latter translates to f̂(β,−b) =

(α,−a) or further to f̃(b,β) = (a,α). Using f̃ = f−1 yields the assertion
f(a,α) = (b,β). !

Let us try to clarify the relation between Mukai’s Sl2(Z)-action and the above
description of Aut(Db(A)) in the case of a principally polarized abelian variety
(A,ϕL).

We invoke Example 9.38, v) to see that for Φ = ϕ∗L ◦ ΦP ∈ Aut(Db(A)) one
has

Φ ! !! f =
(

0 −1
1 0

)
: A×A !! A×A.

The other generator of the Sl2(Z)-action in Section 9.3 is given by the auto-
equivalence L ⊗ ( ). Using Corollary 9.58 one easily computes that for this
autoequivalence one has

L⊗ ( ) ! !! f =
(

1 0
−1 1

)
: A×A !! A×A.

Exercise 9.59 Prove this.

This description fits nicely with the one given in Remark 9.31. In order to
incorporate the shift functor one introduces a Z-cover of Sl2.

Definition 9.60 Denote by S̃l2(Z) the group that is generated by three elements
A1, A2, and t satisfying the relations

(A1 · A2)3 = tg, A4
2 = t2g, and Ai · t = t · Ai.

(For a discussion of the group S̃l2, especially from the symplectic point of view,
in the case g = 1 see [106].)
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Clearly, setting t = 1, A1 =
(

1 0
−1 1

)
, and A2 =

(
0 −1
1 0

)
defines a surjec-

tion S̃l2(Z) !! !! Sl2(Z). On the other hand, Mukai’s results of Section 9.3 just
show that sending t ! !! [−1], A1

! !!L ⊗ ( ), and A2
! !!Φ defines a group

homomorphism S̃l2(Z) !!Aut(Db(A)).
Eventually one obtains a diagram

0 !! Z⊕ (A× Â) !! (A× Â) $ S̃l2(Z)
" #

$$

!! Sl2(Z)
" #

$$

!! 1

0 !! Z⊕ (A× Â) !! Aut(Db(A)) !! U(A× Â) !! 1.

Here, the inclusion Sl2(Z) ⊂ U(A× Â) ⊂ Aut(A×A) is the natural one, which
also explains the semi-direct product (A× Â) $ S̃l2(Z) by adding that t acts as
the identity on A× Â.

Note that for a generic principally polarized abelian variety the inclusion
Sl2(Z) ⊂ U(A× Â) ⊂ Aut(A×A) is an equality.

We conclude this section with a few comments on the relation between the
two representations of the group of autoequivalences encountered so far. In this
chapter, we have studied in length

γ : Aut(Db(X)) !! U(A× Â), ΦE
! !! fE ,

whereas in the general context we were looking at

ρ : Aut(Db(A)) !! Gl(H∗(A, Z)), ΦE
! !! ΦH

E .

Although U(A× Â) can be interpreted as a subgroup of

Gl
(
H1(A, Z)⊕H1(Â, Z)

)
% Gl

(
H1(A, Z)⊕ H2g−1(A, Z)

)

these two representations have quite a different flavour. A detailed discussion,
involving Spin-representation, can be found in [41]. We just mention the following
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Corollary 9.61 There exists a homomorphism λ : Im(ρ) !!U(A× Â) giving
rise to the commutative diagram

U(A× Â)

Aut(Db(A))

γ
EEEEEEEEEEEE

ρ FFFF
FFF

FFF
FFF

Im(ρ)

λ

''
''

! " !! Gl(H∗(A, Z)).

Its kernel has order two and is spanned by the image of the shift functor.

Proof In order to prove the existence of λ one simply shows that ΦH
E = id

implies fE = id. This follows from the cohomological version of the diagram in
Definition 9.34. Indeed, if ΦH

E = id, then also ΦH
ER

= id and thus FH
E = id. The

latter suffices to conclude fE = id.
By Proposition 9.55 any autoequivalence ΦE in the kernel of γ is contained in

Z⊕ (A× Â), i.e. up to shift it is of the form Φ(a,α). It is straightforward to show
that the Φ(a,α) act trivially on cohomology. As the shift functor F• ! !!F•[1]
acts by a global sign, this proves the description of the kernel of λ. !

Another way to view this result is in terms of the following diagram:

Z/2Z

0 !! Z⊕ (A× Â)

''
''

!! Aut(Db(A))
γ

!! U(A× Â) !! 1

0 !! 2Z⊕ (A× Â)
$!

''

!! Aut(Db(A))
ρ

!! Im(ρ)

λ

''
''

!! 1

Z/2Z.
$!

''
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Am-configuration, 175
Pn-object, 173
t-structure, 292

heart of, 292

abelian surface, 272, 276
abelian variety, 192

dual of, 196, 199
line bundle on, 197
polarized, 200

principally, 201, 207, 208
algebraic symplectic variety, 173, 245, 264
ample sequence, 59, 69, 101, 102, 110, 112
Appell–Humbert datum, 197
autoequivalence, 18, 99, 168

group of, 18, 173, 178, 218
for abelian variety, 211, 223
for Fano variety, 100
for K3 surface, 239, 295

base change, 85, 202, 206, 207, 268
Beilinson spectral sequence, 179, 181
blow-up, 147, 252
braid group, 175

action, 178

Calabi–Yau manifold, 150, 169, 170, 173,
179, 184, 289

canonical bundle, 67
(anti-)ample, 93, 95

under derived equivalence, 92, 149
nef

under derived equivalence, 146, 273
order of

under derived equivalence, 90, 273
under derived equivalence, 90

canonical cover, 162, 272, 276, 280
canonical ring

of line bundle, 151
of variety, 151
under derived equivalence, 137

Cartan–Eilenberg resolution, 56
category

abelian, 4
additive, 3
derived, 30, 36

bounded, 37
indecomposable, 66
of scheme, 62

equivalent, 2
homotopy, 31, 46

of injectives, 41
linear, 3
of complexes, 28
sub-

adapted, 48
admissible, 16, 25
orthogonal complement of, 16
thick, 42
triangulated, 16

triangulated, 11
decomposition of, 22
equivalence of, 18
indecomposable, 22

Chern character, 126
complex

acyclic, 29, 50
bounded, 37
cohomology of, 29
double, 54

filtration of total, 54
convolution, 205
crepant resolution, 271, 286

D-equivalence, 62, 150, 287, 291
decomposition, 22

semi-orthogonal, 25, 184, 256, 257, 260,
261

derived equivalence, 62
Fourier–Mukai transform, 120
K3 surfaces, 234
of abelian varieties, 214, 215, 219
of curves, 99, 135, 170
of elliptic curves, 135, 179
of Fano varieties, 95
of surfaces, 272

direct image, 6, 44, 72, 74, 83, 86
higher, 72
K-theoretic, 124

distinguished triangle, 12
dual, 78

double, 84
of structure sheaf of subvariety, 89

dualizing functor, 87
dualizing sheaf, 67
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Enriques surface, 276, 280
equivalence, 2, 21, 22

exact, 18
of triangulated categories, 18

Euler number
of K3 surface, 229
under derived equivalence, 130, 273

exceptional
object, 24, 181, 184
sequence, 24

full, 24, 181
strong, 183

Fermat surface, 229
flip, 259
flop, 259
Fourier–Mukai kernel, 113

for abelian varieties, 222
uniqueness of, 121

Fourier–Mukai partner, 114, 286
finiteness of, 215, 286

Fourier–Mukai transform, 113
adjoints of, 116
equivalence, 159, 161
exact, 114
fully faithful, 154, 159
K-theoretic, 125
kernel of, 113
on Chow groups, 126
on cohomology, 126
product of, 158, 161

functor
(quasi-)inverse, 2
additive, 3
adjoint

left, 5, 6, 9, 11, 15
right, 5, 6, 9, 11, 15

derived
higher, 47
right, 46

dualizing, 87
exact, 5, 14, 37, 43, 45, 46

left, 5, 6, 44, 45, 47, 48, 71
right, 5, 6, 45, 78

faithful, 1
full, 1
fully faithful, 21, 22

via spanning class, 20, 101
isomorphism, 1
linear, 3
morphism, 1

Global Torelli theorem
for Enriques surfaces, 280
for K3 surfaces, 230

Grothendieck group, 124, 292, 293

Grothendieck–Riemann–Roch formula, 127,
232

Grothendieck–Verdier duality, 67, 86, 116

Hilbert scheme, 191
Hirzebruch–Riemann–Roch formula, 127
Hochschild cohomology, 131, 139, 140, 218
Hodge isometry, 220, 230, 234

orientation preserving, 237
Hodge structure, 130, 297
homological dimension

finite, 59
hypercohomology, 71

integral functor
see Fourier–Mukai transform, 113

inverse image, 45, 80, 83
isogeny, 194, 200, 206

degree of, 194

K-equivalence, 150, 287, 291
K3 surface, 228, 272, 276, 293

derived equivalence of, 233
period of, 230

Kähler cone, 230
Kodaira dimension, 151

numerical, 152
under derived equivalence, 146, 147, 273

under derived equivalence, 137, 273
Kodaira’s lemma, 148
Koszul complex, 180, 250
Kummer surface, 229
Künneth formula, 86, 158, 196, 198, 262

line bundle
nef, 151

localization, 36

mapping cone, 33
moduli space

coarse, 241
fine, 243, 282

morphism
of complexes, 28

homotopically equivalent, 31
homotopy, 31

Mukai flop
stratified, 270

Mukai pairing, 132, 172, 267
for K3 surface, 231

Mukai vector, 127, 172, 231
mutation, 184
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object
acyclic, 47
injective, 5

enough, 41, 45, 50, 57
invertible, 93
point like, 91
projective, 5

enough, 40, 50
simple, 91

Picard functor, 199
Picard group, 140, 195, 218
Picard number

under derived equivalence, 273
Poincaré bundle, 197

as Fourier–Mukai kernel, 201
Chern class of, 198
versus Poincaré duality, 204

Poincaré duality, 203, 204
projection formula, 83, 126, 249, 257, 268
projective bundle, 254
pull-back, 6, 45, 80, 86

K-theoretic, 124
on cohomology, 126

quasi-isomorphism (qis), 29

resolution
Cartan–Eilenberg, 56
injective, 39

of sheaf, 63
projective, 39

see-saw principle, 194
Serre duality, 67, 87, 116
Serre functor, 9, 23

for varieties, 67
is exact, 18

sheaf
dual of, 78
flabby, 73
injective, 63, 73
stable, 240

shift functor, 12, 28
slope function, 292
spanning class, 20

ample sequence, 59, 101
for spherical object, 169
of closed points, 69
of line bundles, 59, 69

spectral sequence, 52
Beilinson, 181
Leray, 74

spherical object, 166, 184, 191, 258
Am-configuration of, 175
on Calabi–Yau manifold, 170
on curve, 170

spherical twist, 167, 234
cohomological, 171, 172
equivalence, 168

stability condition, 292
stable sheaf, 240

moduli space of, 241
support, 65

of dual, 84
of restriction, 81

surface
canonical model of, 275
elliptic, 276, 282, 284
hyperelliptic, 276
minimal, 274
minimal model of, 274
of general type, 275
rational, 274
ruled, 274

tensor product
of complexes, 79

theorem
of the cube, 194
of the square, 195

Todd class, 127
trace, 77
triangle

distinguished, 36

Yoneda lemma, 2


